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Abstract

This work addresses a source coding problem for one-way sources with correlated
outputs. In this scenario, one source output must be transmitted to the receiver within
a specified distortion level, similar to conventional source coding. Simultaneously,
the other source output must be kept as confidential as possible from the receiver
or a potential wiretapper. For this model, the rate-reliability-distortion-equivocation
function and the equivocation-reliability-distortion function are defined and analyzed.
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1. Introduction

The source coding problem in information theory focuses on the efficient encoding of infor-
mation generated by a source so it can be transmitted or stored with minimal redundancy.
The main goal is to represent the information as compactly as possible while still enabling
perfect or near-perfect reconstruction of the original message.

In lossy coding, some information is sacrificed to achieve greater compression. The re-
constructed data is an approximation of the original, acceptable when perfect fidelity isn’t
necessary. JPEG for images and MP3 for audio are examples of lossy coding methods. In
general, source coding is fundamental to efficient data transmission and storage in various
fields, including:

• Digital communications (e.g., reducing bandwidth in cellular networks),

• Data compression (e.g., ZIP files, media codecs),

• Machine learning and statistics (e.g., feature selection and data encoding),

• Distributed storage systems (e.g., minimizing storage costs by reducing redundancy).
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Shannon rate-distortion function (RD) [1] shows the dependence of the asymptotically
minimal coding rate on a required average fidelity (distortion) threshold for source noiseless
transmission.

The source coding problem for a one-way communication system with correlated source
outputs was considered by Yamamoto in [2], where one of the outputs must be transmitted
to the receiver within a given distortion level as in ordinary source coding, while the other
source output has to be kept as secret as possible from the wiretapper (Fig. 1). The
rate-distortion-equivocation function (RDE) was defined and evaluated, which is the
minimum rate necessary to attain both the equivocation tolerance for the wiretapper and
the distortion tolerance for the receiver.

Source -
(x, y) Encoder f -

l = f(x,y) Decoder g -
x̂

Fig.1. One-way communication system with correlated source outputs.

Previously, Yamamoto [3] studied the source coding problem for cascade and branching
communication systems. Later in [4], he considered the RD problem for a communication
system with a secondary decoder to be hindered, where security is evaluated by the distortion
measure instead of the equivocation function used in [2]. RD problem related to security
setting is considered also in [5].

Another characteristic in source coding subject to a distortion criterion can be considered,
namely rate-reliability-distortion function (RRD) as the minimal rate at which the
message of a source can be encoded and then reconstructed by the receiver with an error
probability that decreases exponentially with the codeword length. The coding rate as a
function of the given distortion level and error exponent E has been studied for various
source models. We refer to [6], which in turn refers to the list of main results. In addition
to that list, it is worth mentioning [7], where the RRD region with partial secrecy under
the distortion criterion is considered, which is the generalization of the encoding problem
studied in [3].

Here we introduce and investigate the rate-reliability-distortion-equivocation func-
tion (RRDE) for the model from [2]. This function combines all aspects, including error
control and security. This framework is useful in scenarios involving secure and reliable data
transmission, where the goal is to balance the trade-offs among rate, reliability, distortion,
and secrecy. Balancing these four elements in a single framework is challenging because
improving one aspect often comes at the expense of another.

This setting of source coding with a secret component has many applications, including:

- sensor networks in distributed systems like IoT, to ensure that data is compressed,
securely transmitted, and reliably received,

- video and audio streaming to ensure high-quality, low-latency streaming with some
degree of security against unauthorized access,

- cryptographic communication systems need guidelines for encoding methods that bal-
ance data rate, fidelity, error protection, and secrecy.

Particularly, in [8], the utility-privacy tradeoff problem is modeled as source coding and
solved using the tool of RRD theory.
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In this paper, we introduce and study the set of E-achievable (R,∆d,∆e) triples.
As a consequence, we obtain the equivocation-reliability-distortion function and the rate-
reliability-distortion function.

The paper is organized as follows. In the next section, the main notations and definitions
are given. The main results are formulated in Section 3. The proof of the main theorem is
given in the Appendix. The paper is summarized in Section 5.

2. Notations and Definitions

The Discrete Memoryless Source (DMS) is defined as a sequence {(Xi, Yi)}∞i=1 of discrete
independent identically distributed (i. i. d.) random variables X and Y , taking values in
finite sets X and Y , which are the alphabets of messages of the source, respectively. Let

P ∗ = {P ∗(x, y), x ∈ X , y ∈ Y}

be the generating probability distribution of the source outputs (X, Y ). The source is
memoryless, which means that for N -length vector pairs x = (x1, x2, ..., xN) ∈ XN and
y = (y1, y2, ..., yN) ∈ YN

P ∗N(x,y) =
N∏

n=1

P ∗(x, y).

The finite set X̂ , different in general from X , is the reproduction alphabet at the receiver.
A code (fN , gN) is defined by a pair of mappings: a coding

fN : XN × YN → {1, 2, ..., L(N)},

and decoding
gN : {1, 2, ..., L(N)} → X̂ ,

where L(N) is the code volume. Code rate is

R(fN , gN) =
1

N
logL(N).

Throughout this paper, all log-s and exp-s are of base 2.
We consider the distortion measure

d : X × X̂ → [0;∞)

between source and reconstruction messages. The distortion measure forN -length sequences
is the average of the components’ distortions

d(x, x̂) =
1

N

N∑
n=1

d(x, x̂).

The task of this system is to ensure restoration of one of the components of source
messages, i.e. X, at the receiver within a given distortion level ∆d and with a small error
probability. At the same time, the other source output Y has to be kept as secret as possible
from the receiver or wiretapper. This protection level is measured by the equivocation
rate, defined as

Re =
1

N
H(Y|L(N)),
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where H(Y|L(N)) is the conditional entropy [9]. In other words, the equivocation rate
indicates the receiver’s uncertainty about y given l.

We define the error probability of the code (fN , gN) as

e(fN , gN , P
∗,∆d) = 1− P ∗N(A),

where A is the set of satisfactorily transmitted vectors:

A = {(x,y) : gN(fN(x,y)) = x̂, d(x, x̂) ≤ ∆d}.

Definition 1. The triple (R,∆d,∆e) is called E-achievable for given P ∗, E > 0,∆d ≥
0,∆e ≥ 0, if for every ϵ > 0, δ > 0, there exists a code (fN , gN) such that

1

N
logL(N) ≤ R + ϵ,

the error probability is exponentially small

e(fN , gN , P
∗,∆d) ≤ exp{−N(E − δ)}

and the equivocation rate
Re ≥ ∆e − ϵ.

We denote by R∗(E) the set of all E-achievable triples. We will consider the distortion-
equivocation E-achievable region:

R∗
∆d,∆e

(E) = {(∆d,∆e) : (R,∆d,∆e) ∈ R∗(E) for some R ≥ 0}.

Then the RRDE function is defined as

R∗(E,∆d,∆e) = min
(R,∆d,∆e)∈R∗(E)

R.

At last, the equivocation-reliability-distortion function (ERD) is:

Γ∗(E,∆d) = max
(∆d,∆e)∈R∗

∆d,∆e
(E)

∆e.

3. Formulation of the Results

Let
Q = {Q(x̂|x, y), x ∈ X , y ∈ Y , x̂ ∈ X̂}

be a conditional PD on X̂ for given x, y.
Consider the following set of distributions P :

α(E,P ∗) = {P : D(P ||P ∗) ≤ E},

where D(P ||P ∗) is the KL-divergence [9].
Let Q(P,∆d,∆e) be the set of all conditional PDs QP (x̂|x, y) = QP , corresponding to

the PD P , for which the following conditions hold:

Ed(X, X̂) =
∑
x,y,x̂

P (x, y)QP (x̂|x, y)d(x, x̂) ≤ ∆d, (1)

HP,QP
(Y |X̂) ≥ ∆e.
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Then
Q(P,∆d) =

⋃
HP,QP

(Y |X)≤∆e≤HP,QP
(Y )

Q(P,∆d,∆e).

The main result of this paper is presented in the following theorem.

Theorem 1. For given P ∗, every E > 0,

R∗(E) =



(R,∆d,∆e) : ∆d ≥ 0,∆e ≥ 0,

0 ≤ Re ≤ min
P∈α(E,P ∗)

max
QP∈Q(P,∆d)

HP,QP
(Y |X̂),

R ≥ max
P∈α(E,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂)


.

Corollary 2. The ERD function equals

Γ∗(E,∆d) = min
P∈α(E,P ∗)

max
QP∈Q(P,∆d)

HP,QP
(Y |X̂).

Corollary 3.

R∗
∆d,∆e

(E) =


R(E,∆d,∆e) : ∆d ≥ 0,

0 ≤ ∆e ≤ Γ∗(E,∆d)

 .

Corollary 4. The RRDE function equals

R∗(E,∆d,∆e) = max
P∈α(E,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂).

Corollary 5. The limits of the RRDE and ERD functions when E tends to 0, coincide with
the RDR and ED functions stated in [2]:

lim
E→0

R∗(E,∆d,∆e) = R∗(∆d,∆e) = min
Q∗

P∈Q(P ∗,∆d,∆e)
IP ∗,Q∗

P
(X, Y ; X̂).

lim
E→0

Γ∗(E,∆d) = Γ∗(∆d) = max
QP∗∈Q(P ∗,∆d)

HP ∗,QP∗ (Y |X̂).

The proofs are given in the Appendix and are based on the method of types [10].

4. Conclusion

In this paper, we introduced and examined the set of E-achievable (R,∆d,∆e) triples. Ad-
ditionally, we defined and analyzed the ERD function and the RRDE. The limits of these
functions, when E tends to 0, coincide with the results from [2].
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Appendix

For the proof of Theorem 1, we will use the following modification of the Covering Lemma
[11], [6].

Lemma 1. Let for ϵ > 0

J(P,Q) = exp{N(IP,Q(X, Y ; X̂) + ϵ)}.

Then, for every type P and conditional type Q, there exists a collection of vectors

{x̂j ∈ T N
P,Q(X̂), j = 1, ..., J(P,Q)},

such that the set
{T N

P,Q(X, Y |x̂j), j = 1, ..., J(P,Q)},

covers T N
P (X, Y ) for N large enough, that is

T N
P (X, Y ) ⊂

J(P,Q)⋃
j=1

T N
P,Q(X, Y |x̂j).

We omit the proof of Lemma 1, since it is similar to the proof of Lemma 5.5. from [6].

Proof of the Theorem 1: First we shall show that

R∗(E) ⊇



(R,∆d,∆e) : ∆d ≥ 0,∆e ≥ 0,

0 ≤ Re ≤ min
P∈α(E,P ∗)

max
QP∈Q(P,∆d)

HP,QP
(Y |X̂),

R ≥ max
P∈α(E,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂)


.

Let us represent the set of all source messages of length N as follows:

XN × YN =
⋃

P∈PN (X×Y )

T N
P (X, Y ),

where PN(X × Y ) is the set of possible types of pairs (x,y) ∈ XN × YN.
Using the properties of types and the definition of the set α(E,P ∗) for each δ > 0,

we can find the estimation of the probability of appearance of the source of types beyond
α(E + δ, P ∗) as follows:

P ∗N

 ⋃
P ̸∈α(E+δ,P ∗)

T N
P (X, Y )

 =
∑

P ̸∈α(E+δ,P ∗)

P ∗N
(
T N
P (X, Y )

)

≤ (N + 1)|X ||Y| exp

{
−N min

P ̸∈α(E+δ,P ∗)
D(P ||P∗)

}
(2)

≤ exp {−NE −Nδ + |X ||Y| log(N + 1)}

≤ exp {−N(E + δ/2)} .
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For each ∆d ≥ 0, let us pick some types P ∈ α(E + δ, P ∗) and some QP ∈ Q(P,∆d,∆e).
Let

C(P,QP , j) = T N
P,QP

(X, Y |x̂j)−
⋃
j′<j

T N
P,QP

(X, Y |x̂j′), j = 1, J(P,QP ).

We define a code (fN , gN) for vector pairs of type P with the encoding:

fN(x,y) =


j, when (x,y) ∈ C(P,QP , j), P ∈ α(E + δ, P ∗),

j0, when (x,y) ∈ T N
P (X, Y ), P ̸∈ α(E + δ, P ∗),

and the decoding

gN(j) = x̂j, gN(j0) = x̂0,

where the number j0 and the reconstruction vector x̂0 are fixed. Obviously, with such code,
an error occurs only when the number j0 is sent.

According to the definition of the code and the inequality (1), for P ∈ α(E + δ, P ∗) and
QP ∈ Q(P,∆d,∆e) we have:

d(x, x̂j) =
1

N

∑
x,x̂

n(x, x̂|x, x̂j)d(x, x̂)

=
∑
x,y,x̂

P (x, y)QP (x̂|x, y)d(x, x̂)

= EP,QP
d(X, X̂) ≤ ∆d, j = 1, J(P,QP ).

According to Lemma 1, the number of vectors x̂ for a fixed type P and corresponding
conditional type QP ∈ Q(P,∆d,∆e) is:

LP,QP
(N) = exp

{
N(IP,QP

(X, Y ; X̂) + ϵ)
}
.

Then, taking into account that the number of types has a polynomial estimate [10]

L(N) ≤
∑

P∈α(E+δ,P ∗)

min
QP∈Q(P,∆d,∆e)

LP,QP
(N)

≤ (N + 1)|X ||Y| max
P∈α(E+δ,P ∗)

min
QP∈Q(P,∆d,∆e)

exp
{
N(IP,QP

(X, Y ; X̂) + ϵ)
}
.

Hence, the corresponding limit for the transmission rate is:

1

N
logLP,QP

(N)− ϵ− 1

N
|X ||Y| log(N + 1) ≤

≤ max
P∈α(E+δ,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂). (3)

Taking into account the arbitrariness of ϵ and δ and the continuity of the information
expression (3), we get:

R∗(E,∆d,∆e) ≤ max
P∈α(E,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂). (4)
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For this code, the equivocation rate can be evaluated as follows:

1

N
H(Y|L(N)) ≥ 1

N

L(N)∑
j=1

HP ∗,QP∗ (Y |x,y ∈ C(P,QP , j)))P
∗{x,y ∈ C(P,QP , j)} (5)

=
1

N

L(N)∑
j=1

− ∑
y:x,y∈C(P,QP ,j)

P ∗{y|x,y ∈ C(P,QP , j)} logP ∗{y|x,y ∈ C(P,QP , j)}


×P ∗{x,y ∈ C(P,QP , j)}.

For any y such that x,y ∈ C(P,QP , j) for some x

P ∗{y|x,y ∈ C(P,QP , j)} =
P ∗{x,y ∈ C(P,QP , j)|y}P ∗{y}

P ∗{x,y ∈ C(P,QP , j)}

=

∑
x,y∈C(P,QP ,j)

P ∗{x,y|y}P ∗{y}∑
x,y∈C(P,QP ,j)

P ∗{x,y}
≤

∑
x∈T N

P,QP
(X|y,x̂j)

P ∗{x|y}P ∗{y}

∑
x,y∈C(P,QP ,j)

P ∗{x,y}
. (6)

As the probability of the pair (x,y) is constant within the same type, from (6) we obtain
that

P ∗{y|x,y ∈ C(P,QP , j)} ≤
|T N

P,QP
(X|y, x̂j)|

|C(P,QP , j)|

≤ exp[N(HP,QP
(X|Y X̂)]

(N + 1)|X ||Y| exp[N(HP,QP
(XY |X̂)]

≤ exp[−N(HP,QP
(Y |X̂)− ϵ)]. (7)

Then, from (5), (7) and (2) we obtain that

1

N
H(Y|L(N)) ≥

1

N

L(N)∑
j=1

N ∑
y:x,y∈C(P,QP ,j)

P ∗{y|x,y ∈ C(P,QP , j)}(HP,QP
(Y |X̂)− ϵ)


×P ∗{x,y ∈ C(P,QP , j)}

= P ∗{x,y ∈
L(N)⋃
j=1

C(P,QP , j)}(HP,QP
(Y |X̂)− ϵ)

≥ (1− exp{−N(E + δ/2)})(HP,QP
(Y |X̂)− ϵ).

For N large enough, we obtain that

Re ≥ HP,QP
(Y |X̂)− ϵ ≥ ∆e − ϵ. (8)

According to (2), (4) and (8), we state that the triple (R,∆d,∆e) is E-achievable.
Now we pass to the inverse part, let us prove that:

R∗(E) ⊆



(R,∆d,∆e) : ∆d ≥ 0,∆e ≥ 0,

0 ≤ Re ≤ min
P∈α(E,P ∗)

max
QP∈Q(P,∆d)

HP,QP
(Y |X̂),

R ≥ max
P∈α(E,P ∗)

min
QP∈Q(P,∆d,∆e)

IP,QP
(X, Y ; X̂)


.
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Let ϵ > 0 be fixed. Consider a code (fN , gN) for each blocklength N with (R,∆d,∆e) E-
achievable triple. We must show that for some QP ∈ Q(P,∆d,∆e) the following inequalities
hold for N large enough:

1

N
logL(N) + ϵ ≥ max

P∈α(E,P ∗)
IP,QP

(X, Y ; X̂), (9)

1

N
H(Y|L(N))− ϵ ≤ min

P∈α(E,P ∗)
HP,QP

(Y |X̂). (10)

Let A′ be the complement of the set A. The following statement is true:∣∣∣A⋂
T N
P (X, Y )

∣∣∣ = ∣∣∣T N
P (X, Y )

∣∣∣− ∣∣∣A′⋂ T N
P (X, Y )

∣∣∣ .
For P ∈ α(E − ϵ, P ∗)

∣∣∣A′⋂ T N
P (X, Y )

∣∣∣ =
P ∗N(A′ ⋂ T N

P (X, Y ))

P ∗N(x,y)

≤ exp {N(HP (X, Y ) +D(P ||P ∗))} exp {−N(E − ϵ)}

≤ exp {N(HP (X, Y )− ϵ)} .

Hence,∣∣∣A⋂
T N
P (X, Y )

∣∣∣ ≥ (N + 1)−|X ||Y| exp {NHP (X, Y )} − exp {N(HP (X, Y )− ϵ)}

= exp {N(HP (X, Y )− ϵ)}
(

exp{Nϵ}
(N + 1)|X ||Y| − 1

)
(11)

≥ exp {N(HP (X, Y )− ϵ)} .

For each x,y ∈ A⋂ T N
P (X, Y ) corresponds a unique vector x̂ such that

x̂ = gN(fN(x,y)) and x̂ ∈ T N
P,Q(X̂|x,y).

Let us divide the set of all vectors
∣∣∣A⋂ T N

P (X, Y )
∣∣∣ into subsets by conditional types QP .

The class having maximum cardinality for given P, we denote by(∣∣∣A⋂
T N
P (X, Y )

∣∣∣)
QP

.

According to the number of conditional types Q, for sufficiently large N , we have:∣∣∣A⋂
T N
P (X, Y )

∣∣∣ ≤ (N + 1)|X ||Y|
(∣∣∣A⋂

T N
P (X, Y )

∣∣∣)
QP

≤ exp{Nϵ/2}
(∣∣∣A⋂

T N
P (X, Y )

∣∣∣)
QP

. (12)

Let

D =
{
x̂ : gN(fN(x,y)) = x̂, for some (x,y) ∈ A

⋂
T N
P (X, Y )

⋂
T N
P,QP

(X, Y |x̂)
}
.
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From definition of the code |D| ≤ L(N), then∣∣∣(A⋂
T N
P (X, Y )

)∣∣∣
QP

≤
∑
x̂∈D

∣∣∣T N
P,Q(X, Y |x̂)

∣∣∣
≤ L(N) exp{NHP,QP

(X, Y |X̂)}. (13)

From (11-13) follows
L(N) ≥ exp{N(IP,QP

(X, Y ; X̂)− ϵ)}
for each P ∈ α(E − ϵ, P∗) and some QP for which EP,QP

d(X, X̂) ≤ ∆d, because x,y ∈ A.
From achievability follows that

∆e − ϵ ≤ 1

N
H(Y|L(N)) ≤ HP,QP

(Y |X̂).

So QP ∈ Q(P,∆d,∆e) and inequalities (9) and (10) are valid. Theorem 1 is proved.
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Â äàííîé ðàáîòå ðàññìàòðèâàåòñÿ çàäà÷à êîäèðîâàíèÿ èñòî÷íèêà äëÿ
îäíîñòîðîííèõ èñòî÷íèêîâ ñ êîððåëèðîâàííûìè âûõîäàìè. Â ýòîé ìîäåëè îäèí
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èñêàæåíèÿ, àíàëîãè÷íî òðàäèöèîííîìó êîäèðîâàíèþ èñòî÷íèêà. Îäíîâðåìåííî
ñ ýòèì, äðóãîé âûõîä èñòî÷íèêà äîëæåí áûòü ìàêñèìàëüíî çàñåêðå÷åí îò
ïîëó÷àòåëÿ èëè ïîòåíöèàëüíîãî ïåðåõâàò÷èêà. Äëÿ äàííîé ìîäåëè îïðåäåëÿþòñÿ
è àíàëèçèðóþòñÿ ôóíêöèè ñêîðîñòü-íàä¸æíîñòü-èñêàæåíèå-íåîïðåäåë¸ííîñòü è
íåîïðåäåë¸ííîñòü-íàä¸æíîñòü-èñêàæåíèå.
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