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Abstract

The paper presents the research results on the detection of obfuscated malware
using a method based on mean shift. The research aimed to train neural networks
included in the intrusion detection system to detect obfuscated malware. Detection of
obfuscated malware using deterministic obfuscators is also discussed. Software
solutions Dotfuscator CE, Net Reactor, and Pro Guard were used as deterministic
obfuscators. Athena, abc, cheeba, dyre, december_3, engrat, surtr, stasi, otario, dm, v-
sign, tequila, flip, grum, mimikatz were used as test malware. The results were verified
using the IDA Pro tool and various intrusion detection systems. Process modeling was
carried out in the Hyper-V virtual environment.
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1. Introduction

Training neural network models requires a large amount of training data, high-performance
computing resources, and time. When training neural networks, it is important to evaluate the
choice of machine and deep learning methods [1]. The use of neural networks for obfuscation of
malware has created new requirements for the elements of the infrastructure protection system. In
the case of obfuscated polymorphic and/or metamorphic malware, the situation is more
complicated. Attackers who develop polymorphic and/or metamorphic malware obfuscate the zero
version of the source code, then, due to the specific functioning of polymorphic and/or
metamorphic malware, the source code changes, both with different replicas of this software and
when the operating environment changes. All this is forcing network infrastructure (NI) security
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researchers to develop new methods to improve security. One of the problems that has not been
completely solved is the detection of obfuscated malware. In particular, the [2] research defined
the central task of the theory of obfuscation in relation to deterministic obfuscation means, and the
researcch [3] formed a strict definition of «ideal» obfuscation. Reverse engineering of obfuscated
malware leads to a certain version of this software, at best zero, but obfuscated, which allows you
to hide the true signature of the malware. As indicated in [2], another unsolved problem is
determining the potential of software that can be subjected to the obfuscation procedure. Solutions
to obfuscate the source code of programs, before the advent of artificial neural networks, were
mainly based on two fundamental algorithms: Kohlberg’s and ChenxiWang’s algorithms [4, 5].
Based on them, obfuscating malware has been developed (Dotfuscator CE, Net Reactor, Pro
Guard, COBF, Hanzolnjection, Chimera, etc.) that performs various types of obfuscation (lexical,
preventive, data structures, data flow [6]). There are also obfuscators that are specific to a particular
programming language [7]. But these obfuscators have one common property - determinism,
which allows reverse engineer the protected software, if you have the appropriate hardware and/or
time resources. Fig. 1 shows a part of the Net Reactor obfuscator menu, which allows you to
protect software source code using various obfuscation methods.

Quick Settings

¥ HecroBit 4%

| ¥ Anti ILDASM £} (7) M Obfuscation LF (7) M Create Mapping File 1}

I Anti Tampering ) ] String Encryption 4F |l Compress & Encrypt Resources

¥l Anti Debug Il Hide Method Calls 4F '-_: ¥ Code Virtualization

¥ Control Flow Qbfuscaton _'— Level 7

Fig. 1. Net Reactor obfuscator menu

The development of machine learning (ML) has taken obfuscation tools to a new level.
Researchers are experimenting with different types and combinations of neural networks for
software obfuscation [8, 10]. In [11], it is determined that «computational resources for the
operation of a neural network obfuscator are proportional to the number of trainable parameters»,
that is, an increase in obfuscation parameters increases the consumed hardware resource when
used as a tool for obfuscation of neural networks. The use of ML methods makes it possible to
increase the degree of obfuscation of malware due to the introduced stochastic element. The
algorithms used (piecewise hashing, context-triggered piecewise hashing, statistically improbable
features, block-based rebuilding) [12, 14]), on the basis of which some malware detection tools
are implemented, become ineffective when an attacker uses ML methods. Accordingly, an
intrusion detection system (IDS) may miss this type of malware. When working with ML, an
important task is to activate the necessary event handler (neural network) for a given type of
malware. Inputting datasets into a detection neural network on which it is not trained increases the
number of both type 1 and type 2 errors. Methods based on reverse engineering can partially solve
this problem, but to do this, obfuscated malware must first be detected. Adding a stochastic
element inherent to neural networks can «unmask» the source code of obfuscated malware by
increasing the entropy value. IDS are capable of detecting obfuscated malware by analyzing the
contents of the transmitted data packet. Attackers, trying to disguise malware in the network traffic
flow, change the packet size of the transmitted data [15]. Accordingly, an urgent task is to detect
malware obfuscated using neural networks in network traffic. Some researchers propose various
methods and implementation tools to solve this problem [16, 18]. In this research, a clustering-
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based method using mean shift! is proposed to detect obfuscated malware. The choice of this
method is based on the observation that when obfuscation by neural networks occurs, the entropy
of the software source code increases, which can be detected by clustering code blocks and
measuring the vector shift from the primary, «true» code. Solving this problem allows for more
accurate calibration of IDS with ML in the mode of detecting obfuscated malware.

2. Formulation of the Problem
Research a model for using a mean shift-based method to detect obfuscated malware.

3. Proposed Solution

As a detector of obfuscated malware, it is proposed to use obfuscated malware trained on
datasets of various dimensions: athena, abc, cheeba, dyre, december_3, engrat, surtr, stasi, otario,
dm, tequila, flip, grum, v-sign, mimikatz convolutional neural network. The choice of a
convolutional neural network is determined by the architecture of the network, which allows its
variable restructuring. The mean shift method was used to detect changes in the code grouping
value (constructing a clustering map by features) (1) [19]. Using mean shift as a research method
enables the training of a convolutional neural network not only on the given datasets but also on
additional ones within the shift vector. In this case, the shift vector is the number of changes to the
malware source code obtained based on the clustering map.

m(X):ineN(x)K(Xi_X)Xi X @
2 nenoo K (% —X)

m(Xx) —mean shift,

x —candidate centroid,

K(x)=1, x— 0, otherwise K(x)=0,

N (x)as the neighborhood of samples within a given distance around x.

Boundary conditions
e The size of the search vector is set manually (depending on the number of training datasets).

e K(x) = 0, recognition does not occur due to the combination of «false» and «true» source
code of the analyzed software.

e The proposed solution is not scalable due to limitations of the algorithm itself.

e A change in the centroid by a value less than m(x) will not be detected (the source code itself
changes and the software becomes inoperable).

4. Description of the Experiment

The Hyper-V role is installed in the Windows Server 2019 operating system environment. In
the virtual environment installed IDS Snort, based on pfSense, IDS Suricata based on the

! Mean shift is a non-parametric feature-space mathematical analysis technique for locating the maxima
of a density function, a so-called mode-seeking algorithm [19].
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OPNsense and IDS ML based on Ubuntu v20.04 OS [20, 21]. All of them are united into a virtual
local network. The convolutional neural network was trained on the basis of datasets obtained from
the source code, software under study and sources [22, 27]. Training was carried out using the
«unsupervised»2 method. Parrot OS is also installed with the Metasploit framework installed to
inject malware code into Windows Server 2019 with the «test.local» domain controller role
installed, simulating the attacked server. Windows Server 2019 OS has 3 virtual network interfaces
installed in different subnets with addresses (172.16.1.6/30, 172.16.2.6/30, 172.16.3.6/30). The
networks of the second virtual adapter (Private 2) are displayed in a separate VLAN (Virtual Local
Area Network, VLAN) using the hypervisor. All IDS are configured 1:1 NAT (Network Address
Translation, NAT) for access from the external (Wide Area Network, WAN) interface to the
domain controller. Using the Metasploit tool, obfuscated malware was injected into a domain
controller deployed on Windows Server 2019. The virtual network diagram is shown in Fig. 2.
The neural network was built from 20 neurons, with 37 weights for each. Initially, all the neural
network weights were initialized to zero, to check the inputs/outputs and layers of the neural
network and mean shift. The number of filters between the layers of the neural network, variable,
depends on the mean shift step. The results were visualized using the Tensor Board library. The
training datasets are converted to JSON (Java Script Object Notation, JSON) format. Traffic
containing obfuscated malware first passed through various IDS before reaching the domain
controller for comparison.

Private Virtual adapter 1 Private Virtual adapter
10.10.10.%724 2 (wlan 100,101,102}
ILAN)

172.16.1.2/28
(vlan 100)

172.16,1.3/28 (vlan 104)

172.16.5.3/28 (vlan 102)

IDS Snort
(pfSense)

172162 128
(wlan 101}

IDS Suricata
(OPMNsansa)

Parrot OS AD DC stest locals
(Metasploit)
1721632728
{vlan 102}

Fig. 2. Virtual network diagram

2 Unsupervised learning is one of the methods of machine learning in which the system under test
spontaneously learns to perform a given task without intervention from the experimenter.



76 Obfuscated Malware Detection Model

Table 1. Obfuscated malware detection results
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Figures 3,4,6, and 7 show visualized results of detecting obfuscated software athena, dyre,
surtr, grum, mimikatz. Fig. 5 shows the reverse-engineered mimikatz malware obfuscated using a
neural network.

Metwerk traffic with malware embedded @ any data @ cyre @ e t mimikatz @ @

Network traffic with malware embedded @ dyre @ any data @ [ kat: @ grum @8
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Fig. 3. Results of detection of obfuscated malware Fig. 4. Results of detection of obfuscated malware athena,
athena, dyre, surtr, grum, mimikatz. dyre, surtr, grum, mimikatz.
I learning epoch 111 learning epoch

As can be seen from Fig. 5, the neural network adds libraries to the source code, which,
without having an algorithmic effect on the execution of the code, create additional blocks of data,
which change the software signature. Knowing the range of change for a given set of data it is
possible to carry out a procedure for clustering their values. It is possible to predict which part of
the code will be obfuscated at the next iteration (learning epoch) only probabilistically, which is
consistent with the machine learning paradigm.

One of the differences between neural networks and deterministic obfuscators in the context
of software obfuscation is that when obfuscating by neural networks, the source code of the
obfuscated malware changes both at each iteration and at each training epoch. During an iteration,
the values of the generated code variables change, and with a new training epoch, a new code is
generated.
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Fig. 5. Reverse engineering mimikatz malware using the IDA Pro tool

The use of the mean shift method allows you to increase the detection of obfuscated malware
by an average of (7+9) % when it is obfuscated with deterministic obfuscators, and by (3+5) %
when obfuscated using neural networks (Table 1, Figures 6 and 7). In all cases, a training dataset
is required, with a training sample value of at least 12% of the source code. During the learning
process, when constant numerical values are received at the input of the neural network within the
current iteration, the space of possible output values of the neural network is narrowed to the
maximum value of the mean shift step. The best detection rate ((3+5) %) was obtained by variable
restructuring of the numerical value of the neural network activators when all weights were
initialized with different random values. Constructing a clustering map of obfuscated malware
using the mean shift method requires significant computing resources (the convolutional neural
network used in the experiment was trained for 43 hours on equipment with a hardware
configuration of RAM - 128 Gb, CPU - Intel Xeon E5-2694).

b e

athena abc

Fig. 6. Results of detection of obfuscated malware athena, abc, cheeba, dyre,
december_3, mimikatz using Suricata IDS
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i

athena abc

Fig. 7. Results of detection of obfuscated malware athena, abc, cheeba, dyre,
december_3, mimikatz using IDS with ML (mean shift method)

The use of the mean shift method allows you to increase the detection of obfuscated malware
by an average of (7+9) % when it is obfuscated with deterministic obfuscators, and by (3+5) %
when obfuscated using neural networks (Table 1, Figures 6 and 7). In all cases, a training dataset
is required, with a training sample value of at least 12% of the source code. During the learning
process, when constant numerical values are received at the input of the neural network within the
current iteration, the space of possible output values of the neural network is narrowed to the
maximum value of the mean shift step. The best detection rate ((3+5) %) was obtained by variable
restructuring of the numerical value of the neural network activators when all weights were
initialized with different random values. Constructing a clustering map of obfuscated malware
using the mean shift method requires significant computing resources (the convolutional neural
network used in the experiment was trained for 43 hours on equipment with a hardware
configuration of RAM - 128 Gb, CPU - Intel Xeon E5-2694).

5. Conclusion

This paper studies the use of the mean shift method for detecting obfuscated malware using a
neural (generative-adversarial) network. The results obtained make it possible to more accurately
calibrate the IDS with ML, as well as to construct a map of clustering features, which creates an
additional learning model for neural networks from the IDS with ML. Compared to similar studies,
the use of the mean shift method is justified if there are appropriate training datasets that correlate
with the «true source code». As the training epoch increases, the number of type 2 errors also
increases leading to overfitting. The use of the mean shift method is to search for obfuscated
polymorphic malware is unjustified, since the algorithm converges at a small value of centroids,
which is important for polymorphic malware. The proposed method makes it possible to increase
the reliability of the operation of IDS with ML while simultaneously activating several neural
networks in the mode of detecting obfuscated malware. Based on the results obtained,
improvements were made to the IDS with ML and other elements of the network infrastructure
according to the specified parameters [29]. All research results are presented in [30].
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dyre, december 3, engrat, surtr, stasi, otario, dm, v-sign, tequila, flip, grum, mimikatz-p:
Upnynitipitiph bphdhjughwtt - hpwlwbwgdty £ /DA Pro qnpspph b wwppbp
ubppuniddwt hwjntwpbpdwt hwdwlwupgbph dhongny: Mpnghutibph dnphjuynpnudp
hpwlwtwgyt £ Hyper-V yhpunniw) vhowyuwyypnid:

Puiiunh punkp’ oppniuljughw, Yuunbphqughw, tkpluniddwb hupnbwpbpdub
hwdwlwng, gmuguwjht Eupwljunnigyusdp, /DA Pro, mean shift.


https://razmavaraget.files.wordpress.com/2022/01/hb2-final.pdf
https://bazaar.abuse.ch/browse/
http://vxvault.net/ViriList.php
https://malshare.com/
https://avcaesar.malware.lu/
https://www.virusign.com/
https://virusshare.com/
https://doi.org/10.56243/18294898-2024.3-77
https://doi.org/10.56243/18294898-2024.3-77
https://github.com/T-JN
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Moaeabr Oonapy:xennst O6¢pycuupoBannoro Bpegonocnoro 11O

Tumyp B. Ixamrapsn, Barapmak C. Mckannapss u Aprak A. XemusiH

Hanuonanehsiit [Tonurexundeckuil YHusepcuter Apmenun,EpeBan, Apmenus
e-mail: t.jamharyan@politechnic.am, Vagharshak.iskandaryan@gmail.com, a.khemchyan@politechnic.am

AHHOTAIUA

B cratbe mpexacraBieHbl pe3yibTaThl HCCIEAOBAHUS OOHapyXeHUs 00(yCIUPOBAaHHOTO
BPEIOHOCHOTO MPOrPAaMMHOI0 OOecIcueHHs] ¢ MPHUMEHEHHEM METoJa Ha ocHoBe mean shift.
HccnenoBanue npoBOJUIIOCH C IIETbI0 00yueHHsI HEMPOHHBIX CETEH, BXOAIINX B COCTAB CUCTEMBI
OOHapy)XCHHUSI BTOP)KEHUU, OOHAPYKEHHIO O0(YCIIMPOBAHHOTO BPEIOHOCHOTO MPOTPAMMHOTO
oOecrieueHus. B kadecTBe 1eTepMUHUPOBAHHBIX 00()yCKaTOpPOB MCHOIB30BATUCH IPOTPAMMHBIE
pemenust Dotfuscator CE, Net Reactor, Pro Guard. B kauecTBe TeCTOBOro BPEIOHOCHOTO
nporpaMMHOTO oOecriedeHust ucnoib3oBaiock athena, abc, cheeba, dyre, december_3, engrat,
surtr, stasi, otario, dm, v-sign, tequila, flip, grum, mimikatz, paszauunsix Bepcuii. Bepudukarivst
pe3ysbTaToB NIpOBOAMIACH C moMombio uHCTpyMmeHTa |IDA Pro m pasnauusbix cucrem
0OHapy>XeHHS BTOpKEHUW. MoJIeTMpOBaHue MPOIIECCOB TPOBEACHO B BUPTYalbHOM cpene Hyper-
V.

KawueBble ciaoBa: o0dyckanus, peBepc-MHXEHEPUHT, TIOTOK JaHHBIX, CBEPTOYHAS HEHPOHHAS
CeTh, MallIMHHOE 00yueHue, knactepusaius, IDA Pro, mean shift.



