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Abstract

This paper presents an advanced queueing model for a multiprocessor computing
system, where tasks require a random number of processors and are subject to con-
straints on waiting times in the queue. Unlike classical multi-server queueing systems,
this model accounts for both resource requirements and queue waiting time restrictions,
making it more suitable for real-world computing environments. By incorporating the
probabilistic behavior of task arrival, service, and waiting constraints, the expressions
are derived for key performance metrics, including the probabilities of task rejection
and failure, system throughput, and resource utilization. An algorithm for determining
the optimal queue length is also developed to enhance system efficiency by minimizing
the probability of task losses. The proposed model provides a framework for analyzing
and optimizing resource allocation in multiprocessor systems, improving their capabil-
ity to handle dynamic and complex workloads.
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1. Introduction

In the rapidly evolving field of information technology, distributed and parallel high-speed
computing systems have become essential due to advancements in several key areas, includ-
ing multi-agent intelligent methods for information retrieval, data science for processing and
storing vast amounts of data, and scientific research addressing complex challenges[1]. These
systems are crucial for scientific and technological modelling, where there is a growing de-
mand for increased accuracy, faster computations, and large-scale calculations.

Multiprocessor systems are often employed to tackle problems requiring large-scale compu-
tations that cannot be handled by a single processor. However, this leads to significant
challenges in managing the simultaneous execution of multiprocessor tasks while ensuring
the efficient utilization of system resources[2]. One of the critical issues in this context is the
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development of effective scheduling algorithms for such systems.
Research on efficient scheduling algorithms for multiprocessor systems is a key area in com-
puter science and parallel computing. Modern multiprocessor systems typically consist of
heterogeneous processors with varying capabilities and performance characteristics. Addi-
tionally, applications are becoming increasingly diverse and dynamic, necessitating adaptive
scheduling strategies that can efficiently allocate system resources while optimizing key per-
formance metrics such as system throughput, service latency, and energy efficiency(3, 4].
As the development of scheduling algorithms continues to evolve, there is a growing need
to incorporate additional metrics to enhance efficiency[5]. While optimization theory and
machine learning tools are often employed to address these challenges, valuable insights can
also be gained by analyzing these systems through the framework of queueing theory.

In this study, a multiprocessor system is modeled as a queuing system, where tasks
require parallel servicing and constraints on task waiting times in the queue are explicitly
considered.

2. Queueing Model

A computing system consisting of m processors (cores, cluster nodes, etc.) is modeled as a
queueing system (m > 1). The system can queue a limited number of tasks, constrained by
n waiting slots (n > 1).

Each task in the system is characterized by three random parameters (v, 3,w):

e v represents the number of computing resources (processors, cores, cluster nodes, etc.)
required for servicing the task,

e [3 denotes the maximum time needed to service the task,

e w is the maximum allowable waiting time for a task in the queue, after which the task
leaves the system without being serviced.

The task is either accepted and placed in the service queue or denied service. Service denial
may occur if there is no space in the queue or user-defined constraints (e.g., servicing time,
waiting time, number of processors) cannot be met. The time required to service a task is
partly conditional, meaning it is the maximum allowable value. The actual servicing time
is random and may be shorter than the given maximum, allowing the order of service to
change as tasks arrive or as services are completed.

The queuing model incorporates the cumulative distribution function of the exponential dis-
tribution constraints for task arrivals, servicing, and failures due to waiting time restrictions.
These are defined by the intensities: a for the incoming task stream, b for task servicing,
and w for task failure within the queue[6]. The model also considers normal distribution
constraints for the random variable v, representing the number of computational resources
required to perform a task. The probability distribution is given by:

Tasks are serviced in the order they enter the system, following a FIFO discipline. Tasks
that arrive when the queue is full are denied service.
To describe system transitions, the state of the system is defined by the number of tasks
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being serviced and j tasks waiting in the queue. The probability of the system being in this
state is denoted by P, ;. Since the number of possible states is finite, the system eventually
reaches a stable operating mode, known as the steady state[7].

A system of equations was derived to describe the steady-state behavior of the queueing
model.

A detailed description of the derivation, analysis, and development of a numerical algorithm
for solving this system of equations is presented in [6]. This research provides an efficient
and accurate method for computing the F;; steady-state probabilities for the considered
multiprocessor queueing system.

3. Performance Measures

To analyze the performance measures of the considered queueing system, it is first necessary
to determine the effective arrival rate and the service rate of the tasks using the given system
parameters and distribution functions for the time between arrivals, the service time, and the
permissible waiting time. Unlike classical multi-server queueing systems, in this model, each
task requires a specific number of service nodes and is subject to a restriction on queue wait-
ing time. The permissible waiting time w is modeled by an exponential distribution, while
the number of required computational resources v follows a uniform distribution. These con-
siderations significantly impact the system’s performance measures, including the probability
of task rejection, the probability of queue task failure and the resource utilization factor.
However, these considerations do not directly affect the service rate u, which is based on
only service time distribution. Specifically, the service rate p is given by b in the considered
queueing system.

To understand the real impact of these factors on system performance measures, it is first
necessary to calculate the probabilities of task access rejection and task failure (i.e., when a
task leaves the queue due to exceeding its waiting time) during system operation.

Upon task arrival, the system will reject access if the number of tasks waiting in the queue
reaches its maximum capacity, n. In other words, the probability of task access rejection
during system operation can be calculated by considering the probabilities of being in all
system states where the queue is fully occupied. This probability of task access rejection,
denoted by P,, can be expressed as follows:

b= Za—i—zb—l—nw

where a represents the arrival rate of tasks, b represents the service rate, w represents the
rate at which tasks fail due to waiting too long in the queue, and P, ,, for 7 =0,1,...,m are
the steady-state probabilities of the system when 7 tasks are being serviced and the queue
is fully occupied.

It is assumed that each task has a maximum allowable waiting time before being serviced,
after which it leaves the system without being served. The probability of task failure during
system operation, denoted by P, can be calculated using the system state probabilities.
The formula to compute Py is as follows:
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where, as above, a represents the arrival rate of tasks, b represents the service rate, w
represents the rate at which tasks fail due to waiting too long in the queue, and P, ; for
1=0,1,...,mand j = 0,1,...,n are the steady-state probabilities of the system when 1
tasks are being serviced and j tasks are waiting in the queue.

By using the above-obtained probabilities, the effective arrival rate A in the considered
queueing system can be calculated as follows:

A=aP,,

where P, is the probability of task abandonment, which represents the likelihood that a task
leaves the queue without being serviced, either due to exceeding its permissible waiting time
or being rejected by the system because the queue is fully occupied.

Furthermore, P, is expressed as follows:

P, =(1-P)(1-P).

Queuing systems define the system throughput, which is closely related to the effective
arrival rate, but they describe different aspects of the system’s performance[8]. The system
throughput is denoted by X and is defined as:

Definition 1.. System Throughput is the rate at which tasks are completed and leave the
system.

In a stable system (where the queue doesn’t grow indefinitely over time), the system
throughput is typically equal to the effective arrival rate. This is because the system can
handle the incoming tasks without accumulating an infinite queue, meaning that every task
that arrives is eventually processed. For the considered queueing system, the system through-
put is the same as the effective arrival rate:

X =\

Next, to derive a formula for the utilization factor p in the queueing system under consider-
ation, it is first necessary to define the utilization factor in the context of this multiprocessor
queueing system. Since, each task requires a random number of computational resources,
which affects how much of the system’s total resources are utilized on average, the utilization
factor will be defined as follows:

Definition 2.. Utilization is defined as the ratio of the service capacity demand to the total
service capacity of the system:

Service Capacity Demand

P = " Total Service Capacity

As each task requires a random number of processors, the system’s effective utilization
factor must consider the expected number of processors required by a task, denoted as E[v].
Thus, the service capacity demand is determined by A x E[v]. This accounts for the fact
that each task might occupy multiple number computational resources simultaneously.
For a system with m processors, where each processor has a service rate p, the total service
capacity is m X pu.
Thus, the refined utilization factor formula becomes:

)= AE[V]

mp
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Given that the distribution of v is uniform from 1 to m, the expected value E[v] is determined
as follows:
— 1 « m+ 1
Elv| = kP(v =k) = — k=——.
vl ; (v=h)=— ; 5

By substituting the derived values for A\, u and E[v], a formula is obtained for the utilization

p:
a(m+1)P,

2mb

The formula for calculating the utilization factor p is refined to be consistent as a measure
of system resource usage.

p:

4. Optimal Service Parameters

This section presents the process of determining the optimal configuration for the modeled
queueing system based on given parameters and distributions. As discussed in the previous
section, for the specified distributions of system parameters, it is possible to evaluate the
probabilities of task rejection and task failure while waiting in the queue. This allows for
estimating the probability that an incoming task will not be serviced by the system. This
probability is a key indicator of the number of tasks unserviced by the system and can be
calculated as follows:

Pl:Pr+(1_Pr)Pf7

Thus, the question arises as to how this probability can be minimized, which would reduce
the number of unserviced tasks by the system. It is evident that the value of P, depends on
the number of processors (m) in the multiprocessor system, the queue length (n), the task
arrival rate (a), the service rate (b), and the task failure rate in the queue (w). Considering
this, the objective is to minimize P, by varying the queue length, identifying the queue length
at which P, takes its minimum value for the given system parameters while ensuring that
the utilization factor is less than one:

P, — min
p<l
It is evident that when there is no queue, the rejection probability P, has a certain value,
while there is no concept of P; probability(in this case, Py is assumed to be zero for sim-
plicity). As the queue length increases, the rejection probability P, tends toward 0, and the
failure probability P approaches 1, as follows:

n=>0 ‘n%oo
O<P.<1|P —0
PfZO Pf—>1

An algorithm has been developed and implemented in Python, to determine the optimal
queue length for a multiprocessor system with a given number of processors, task arrival,
service, and failure rates. The algorithm initially sets the queue length to n = 1 and
calculates the probability F,. At each subsequent step, the calculation is repeated with the
queue length increased by one, and the new P, value is compared to the previous value. If
the new value is smaller, the algorithm continues this cycle. When the P, value from the
previous step is smaller than the current step, the queue length is set to the previous value,
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and the system utilization factor is calculated for that queue length. If the utilization factor
is less than one, the algorithm terminates, setting the current n as the optimal queue length
for the given system parameters. If the utilization factor is greater than or equal to one, the
algorithm ends with a message indicating that the given parameters don’t support effective
system performance. Thus, with this queue length, the system can achieve an optimal service
configuration, minimizing the probability P, of unserviced tasks for the given parameters.
The pseudocode of the algorithm consists of two blocks and is presented below:

Algorithm 1 System Performance Measures Computation
Input: n, m, a, b, w

Output: P., Py, p

1: p < SteadyStateProbabilities(n, m, a, b, w)

2: P,,P; 0,0

34,7 ¢ 0,0

4: for each = € p do

5: if j == n then
6: Pep+—2%
a+i-b+j-w
T end if )
jrw-x
8: P P+ —
A f+a+i~b+j~w
9: je—J+1
10: if j ==n+1 then
11: j+<0
12: t4—1+1
13: end if
14: end for
15: P,+ (1—-PF,)-(1—Py)
P, - 1
16: p(_w
2-m-b

17: return P, Py, p

Algorithm 2 Optimal Queue Length Computation
Input: m, a, b, w
Output: n,p (the optimal queue length)

1 nope < 1Lin<1

2: P, Py, popt < SystemPerformanceMeasures(m, n, a, b, w)
33 My« P.+(1—-P,) P

4:n<—n+1

5: Py, Py, p + SystemPerformanceMeasures(m, n, a, b, w)
6: My« P, +(1—P,)- Py

7: while M, > M> do

8: Nopt < 1

9: n+<n+1

10: My +— M,

11: Popt —p

12: P,, Py, p < SystemPerformanceMeasures(m, n, a, b, w)
13: My« P.+(1—-P,)- Py

14: end while

15: if pope > 1 then

16: Raise ”InvalidParameterException: These parameters don’t support effective system performance!”
17: else

18: Print ”The optimal queue length is ngp”

19: return 7y,

20: end if
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5. Conclusion

The study presented in this paper offers a refined approach to modeling multiprocessor
systems using advanced queueing theory and accounting for variability in task requirements
and queue constraints. By analyzing the steady-state probabilities and deriving metrics such
as task rejection and failure rates, effective arrival rates, and system utilization, insights
into optimizing system performance are gained. The proposed algorithm for finding the
optimal queue length minimizes task losses while maintaining efficient resource usage. This
work contributes to the field of multiprocessor queueing theory, providing tools for better
scheduling and resource allocation strategies in high-performance computing environments.
Future work may explore extensions of this model to systems with heterogeneous resources or
additional performance constraints, further enhancing the model’s applicability in real-world
scenarios.
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AnHoTanuys

B AaHHOM CcTaThe MPEACTaBAEHA PacCIIMpeHHass MOAEAb OUYepeAer AAST MHOTOIIPO-
I[eCCOPHOMN BBIUMCAUTEABHOUW CUCTEMBI, TAE 3aAaU¥ TPeOYIOT CAYYalHOTO KOAWYECTBA
IIPOIIECCOPOB U TOAUMHSIOTCS OTPAHWYEHUSIM Ha BPEMS OJKUAQHUS B OYEPEAU.
B oTAmumMe OT KAQCCUYECKMX MHOTOCEPBEPHBIX CHUCTEM OUYEpeAeM, 3Ta MOAEAb
VIUTBIBAET KaK TpeOOBaHUS K pecypcaM, TaK M OTPaHWYEHUs Ha O’KMAAHVE B
oYepeAr, UTO AeAdeT e€ Oonee TMOAXOASAIIEN AAS PEAAbHBIX BBIYMCAUTEABHBIX CPEA.
C UCHOAB30BaHVMEM BEPOSTHOCTHOTO ITIOAXOAA K MOAEAMPOBAHUIO ITOCTYIIAEHUS,
OOCAYKUBAHUS 3aAa9 W OTPAHWYEHUSIM Ha O’KUAAHWE OBIAU MTOAYYEHBI BBIPA’KEHUS
ANST KAIOUEBBIX ITOKa3aTeAel MPOU3BOAUTEABHOCTH, BKAIOUAs BEPOSTHOCTH OTKa3a
u c6osT 3apad, MPOIMYCKHYIO CIIOCOOHOCTh CHUCTEMBI ¥ 3arpy3Ky pPecypcoB.
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Tak>ke OBIA pa3paboTaH AaATOPUTM AASI  ONIPEAEAEHUS ONTUMAAbHOWU AAWHBI
OuepeAH, TTO3BOAAIONINN HOBBICUTH 3(DPEKTUBHOCTb CUCTEMBI 3a CYET MUHUMU3AIUN
BEPOATHOCTHU IIOTEPH 33Aay.

KaroueBrle caoBa: MHorompoiieccopHasi CUCTeMa, CHUCTeMa Oouyepepel, MHOTO-
CepBepHasi CUCTeMa OuYepepelr, OrpaHUYeH’e BpPeMeHU OXKHUAQHUSA, UCIOAbB30BaHUE
pecypcoB, 3PPEKTUBHOCTL CUCTEMBI, [IOKA3aTEAU IIPOU3BOAUTEABHOCTH.
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