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Abstract

This article presents a method for multi-parameter, simultaneous tuning of the
Monte Carlo event generator. It is validated on the Pythia8 Monte Carlo event gener-
ator widely used in High Energy Physics (HEP). The obtained results show that the
method can be used to constrain the free parameters of phenomenological models while
properly taking into account the correlations existing among the parameters.
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1. Introduction

Historically, to constrain free parameters in multi-parameter models, a tuning procedure
is applied based on the change-check method i.e., parameters are changed ”one-by-one”
and the impact of a particular parameter on the physics observable of interest is studied.
Obviously, for any complex system with too many free parameters, this method becomes non-
optimal in a practical sense as it also suffers not taking into account the correlations existing
between parameters. The state-of-art method is to parameterize the generator behaviour
in a simultaneous change of multi-parameter set by fitting the generator response with a
polynomial for each physics observable entering the tuning list:

MCy(p) ~ f'(p) = o+ 32 5% + 371 vl (1)

i<y

In formula (1), MCj is the true response of the MC generator in a bin b, f°(p) is a set of
functions that model the true MC response for each observable bin b when changing the
parameter vector p and p’ = p - pg is the parameter vector shifted from its nominal value
po- To get the optimal, i.e., "tuned” values of the parameters, the response function is
minimized concerning the reference sample by performing the x? minimization as shown in
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formula (2):

X*(p) ZZwoZW, (2)

where Ry, is the reference value for bin b, A, is the total uncertainty of the bin b and wg is
the statistical weight for each observable.

Recent experimental results have inspired more modeling work in the theory community.
Simultaneously, efforts to refine the existing models and parameters are ongoing. Although
Pythia [1] has been extensively compared to LHC, Belle, and Belle II data, its constraints
from ete™ colliders haven’t been updated since 2009, relying on an undocumented tuning
effort with the Professor [2] tool. In this work, we address this issue using the Pythia8 Monte
Carlo event generator from the Belle II analysis framework.

2. 'Toolkits for Tuning

We created a tuning framework to model the continuum data [3] produced by the Pythia8
Monte Carlo event generator. This involves the utilization of a dedicated computing platform
at AANL (belle2.yerphi.am) connected to the Worldwide GRID computing system [4]. To
stay updated with the latest Belle II software releases, we established access to the CernVM
File System (CVMFS) [5] repository on our local server. Being a member of the Belle II in-
ternational collaboration, we have full access to KEK [6] and DESY [7] computing platforms
(PC Farms), enabling the simultaneous distribution of jobs across different systems.

We have designed an automated framework capable of processing different parameter sets
as input and deploying corresponding jobs to the GRID. Likewise, samples generated from
the Worldwide computing system are collected and organized into folders corresponding to
the simulation settings. On the local ”"belle2.yerphi.am” machine, the Belle IT Analysis Soft-
ware Framework (basf2) [8] environment has been configured for the author of this article. A
set of jobs is then sent to the Worldwide GRID computing platform under the periodic con-
trol and monitoring of the DIRAC [9] project. Access to this platform is facilitated through
the use of the GRID certificate.

3. Tuning Procedure

To address the challenges associated with multi-parameter optimization problems, a special-
ized package, i.e., Professor2 has been developed as an alternative to manual adjustment
methods. The approach used by the Professor2 package is known as parametrization-based
tuning. A notable advantage of this package is its capacity to handle correlations among
different parameters, enabling multivariate minimization within the parameter space.

The primary objective of this method is to determine the correspondence function or
characteristic polynomial between the generated Monte Carlo data and the reference data,
ultimately minimizing the multi-dimensional y? function. In our study, we utilize the Pythia8
model for generating physics events. We present a comparison and tuning of selected ob-
servables extracted from reference data and the Belle II off-resonance Monte Carlo event
generator.

One of the important aspects of the tuning procedure is to choose the free parameters from
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the models to which the obsevables of interest are sensitive. This is done by performing sen-
sitivity checks explained in Section 3.2. Having the list of sensitive parameters the tuning
procedure is performed by using the Professor2 toolkit. It requires samples to be generated
with different sets of sensitive parameters. The Professor2 framework provides four types of
parameter sampling: grid, uniform, sobol and latin hypercube sampling. The ”sobol” and
"latin” hypercube distributions aim at covering the space more evenly for low sample sizes.
In this work, we used "uniform” sampling with N = 1500 parameter points as shown below:

prof2-sample -o output params.dat -n 1500

which creates 1500 sets of parameters within predefined intervals for each. These sets are
used to generate Monte Carlo samples which are later used to extract the observables of
interest and the model parameters to be tuned for. The observables of interest used in this
work are described in detail in Section 2.1. The generated data sets were saved in ROOT
file format, which was later analyzed to extract the distributions of interest in the binned
(histogram) format. It is important to mention that a special care is taken to ensure that
the histograms did not contain any empty bins, otherwise, the empty bins are encountered
by setting the corresponding weights to be equal to zero.

To model the MC response, a characteristic polynomial from the generated Monte Carlo
(MC) samples is constructed as shown below:

prof2-ipol runsdir ipolfile=ipol.dat —order=5

To consider the multiple correlations of parameters, the order of the polynomial can be
changed accordingly. In this work, the order of polynomial is set to 5. Consequently, the
output of the interpolation is the file "ipol.dat” , which contains the interpolation results
essential for the tuning procedure, such as the MC response extracted for each observable in
terms of bin content variation.

ProfVersion: 2.3.3

Date: 2023

DataFormat

ParamNames: StringFlav:mesonUDvector= StringFlav:imesonSvector= StringFlav:mesonCvector= StringFlav:thetaPS= StringFlav:thetaV= TineShower:alphaSvalue=
Dimensic

MinParamva’ 0.100953 0.100085 ©.101615 -88.883280 -88.837830 0.080044

MaxParamVals: 2.897423 2.895425 2.897895 88.846920 88.925990 0.179949

DoParamscaling: 1

NumInputs: 1500

Runs: 600 6601 0862 0003 0604 085 0OB6 0087 0008 0069 0016 6011 6012 0813 6014 6015 G016 6017 6018 ©019 0620 0621 0622 0023 0024 0025 0026 0027 0028 O

Jchg_all#0 5.00000e-01 7.75000e-01

val: 6 5 1.88945e+06 383073 786565 351978 -278441 312948 1.14856e+06 -712359 -667997 267297 1.4723e+06 -1.76714e+06 846381 -1,92095¢+06 -284871 -38490!

err: 6 5 7225.64 865.445 1233.59 479.315 -364.115 464.407 1891.36 -2075.35 -665.622 64.657 2170.25 -3595.76 1650.41 -3325.12 -347.782 -507.975 1622.31
/chg_all#1 7.75000e-01 1.05000e+00

val: 6 5 1.34988e+06 -66117.1 313018 231802 -309916 -80232.1 454116 -42013.7 -2731.03 331530 834756 -1.00725¢+06 452829 -415712 -600937 41621.2 144135

err: 6 5 6081.13 312 574.624 469.696 -608.775 -135.697 913.495 -567.568 289.809 333.987 1559.67 -2677.14 1118.24 -888.616 -1121.36 181.687 967.71
/chg_all#2 1.05000e+00 1.32500e+00

val: 6 5 883415 297482 163533 16973.5 121710 -61494.1 262542 -776741 -40640.4 -369222 -29130.1 -722363 -182391 -348009 -166528 325809 56491.2 -327414

err: 6 5 4914.1 870.851 341.689 62.5816 336.586 -85.6397 686.823 -2370.79 147.909 -1270.4 -181.004 -2319.25 -384.261 -859.553 -361.64 961.304 664.622
/chg_all#3 1.32500e+00 1.60000e+00

val: 6 5 632573 47180.7 72546 223955 -7730.65 -260530 -7526.55 -234555 149493 -180100 -115792 -179769 24151.3 38544.5 -401983 -52677.2 346150 -70848.1

err: 6 5 4154.52 207.129 172.495 750.039 -6.46474 -777.621 -35.1251 -962.744 699.09 -818.025 -456.381 -916.53 176.035 142.925 -1256.72 -105.773 1497.4

Fig. 1. ”ipol.dat” file.

To ensure the full coverage of Monte Carlo samples generated with different parameter sets
on the reference data, the "envelope” plots are used that effectively visualize the access of
the generated data on the full spectra of the reference data:

prof2-envelopes mc -d refdir

The final step of the tuning procedure is performed using the prof2-tune tool. It minimizes
the MC response function given in the form of the characteristic polynomial and accumulated
in the "ipol.dat” file by comparing it with the reference data for each distribution obtained
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(a) Envelope plot of Thrust (b) Envelope plot of number of tracks in event

Fig. 2. The yellow band corresponds to the coverage of the generated MC samples by using
different Pythia8 parameter settings and black points are from the reference sample.

from various MC runs with different parameter sets. These run combinations can be gener-
ated uniquely and randomly at runtime by prof2-tune, or they can be provided through a
plain text file.

prof2-tune -d refdir ipolfiles=ipol.dat -r runsdir=refdir/../mc

3.1 Observables Used in Tuning

The variables (observables) used in the tuning procedure are tabulated in Table 1. and Table
2. The selection of a particular variable is motivated by the specifics of the tuning, namely,
for what purpose the tuning of the generator is performed, thus, what model(s) entering the
generator should be constrained. In this work, two-stage tuning was performed. First, three

variables (see Table 1) of interest were selected. In the second stage, one more variable is
added to the list (see Table 2).

Table 1. Observables used for the first stage tuning.

Thrust

Inclusive charge particle momentum spectra

Number of tracks in event

It is important to mention that adding more variables to the tuning list increases the
possible correlation between the parameters in the tuning list thus making it more difficult to
minimize multidimensional x» for the MC response function.This study used three and four
variables consequently, achieving a good agreement between the reference sample and MC
simulations. In this work, the "Event” and ”Event shape” variables are used to study the
hadron production process later modeled in Pythia8, as well as to separate the events with
different quark origins produced in the Belle IT experiment. Specifically, the Thrust and
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Table 2. Observables used for the second stage tuning.

Thrust

Inclusive charge particle momentum spectra

Number of tracks in event
visibleEnergy OfEventCMS

FoxWolframR2 [10] variables are crucial in distinguishing continuum events from BantiB
events. At the same time, the use of event variables is essential to avoid possible issues
related to Particle Identification (PID) inefficiency effects and background interference. The
Thrust axis T' is determined by the direction in which the sum of the longitudinal momenta
of particles reaches its maximum. The thrust 7" is connected to the Thrust axis by

i T
7 2P T
> |pil

where p; represents the momentum of each particle.
The Fox-Wolfram moments are defined as follows:

(3)

N
H. =3 W Py(cos Q;5), (4)
1,7=1

where W7 is a weight factor, and P;(cos(2;;) is the Legendre polynomial, and the FoxWol-

ij
framR2 is given by the ratio

foxWol framR2 = @ (5)
H,
The inclusive charged particle momentum spectrum in high-energy particle physics refers
to the distribution of momenta for all charged particles produced in a collision of beams.
This observable provides insights into the overall behavior and characteristics of particle
production within a given experiment.
Another important observable in the experiment is the ”visibleEnergyOfEventCMS”,
which is defined as a sum of the energies of all particles that leave observable signals in the
detector:

Ew= Y E. (6)

visible particles

3.2 Sensitivity Checks

To reveal the sensitive parameters for the selected list of observables, the parameter sensi-
tivity checks are perfomed using the normalized residuals extracted from two sample tests,
as shown below :

n; — Np;
VNBi/(1 = N/(N + M))(1 = (n; +m;)/(N + M)

(7)

T, =
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Table 3. The list of six different parameters that are selected from the Pythia Monte-Carlo event

generator for tuning the ”Event” and ”Event shape” variables.

Parameters Values
StringFlav:mesonUDvector | (default = 0.50; min = 0., max = 3.)
StringFlav:mesonSvector (default = 0.55; min = 0., max = 3.)
StringFlav:mesonCvector (default = 0.88; min = 0., max = 3.)
StringFlav:thetaPS (default = -15.; min = -90., max = 90.)
StringFlav:thetaV (default = 36.; min = -90., max = 90.)

TimeShower:alphaSvalue | (default = 36.; min = -90., max = 90.)

StringFlav:mesonSvector mod=10%

Residuals

060 065 070 0.75 080 0.85 090 0.95
Thrust

(a) The sensitivity plot of StringFlav:meson
Svector Pythia parameter

StringFlav:mesonUDvector mod=10%

-1
2 e — —N—————————
-3 T T T T T T

.60 0.65 0.70 0.75

0 0.80 0.85 0.90 0.95
Thrust

(c) The sensitivity plot of StringFlav:meson
UDvector Pythia parameter

Residuals
o

Fig. 3. The sensitivity check for parameters given in Table 2 based on Thrust and FoxWolfram
distributions.

When normalized residuals exceed the 2 sigma level (see Fig. 3) for certain observables, we
consider them to be sensitive to a particular parameter. Conversely, for other parameters,
there is an absence of sensitivity, as indicated by residuals within the 2 sigma window. The
most sensitive parameters concerning the "event” and "event shape” variables are listed in

Table 3.

Residuals

StringFlav:thetaV mod=10%

0.0 0.2 0.4 0.6 0.8
foxWolframR2

(b) The sensitivity plot of StringFlav:thetaV
Pythia parameter

Residuals

(d) The sensitivity plot of StringFlav:probStoUD

StringFlav:probStoUD mod=10%

0.0 0.2 0.4 0.6 0.8
foxWolframR2

Pythia parameter
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3.3 Validation Scheme

For the validation of the developed scheme, the Monte Carlo (MC) simulations provided by
Belle II collaboration were used as reference samples.

4. Results

Our studies show that the validation of the Pythia8 MC tuning procedure using the Pro-
fessor2 package is highly affected by the statistics and the number of generated samples, as
well as the correlations between Pythia8 parameters. Controlling these factors is crucial for
obtaining meaningful and reliable results from simulations using Pythia8. Meanwhile, by
increasing the statistics and the number of generated MC samples for u,d,s,c quark com-
binations and using interpolation with a 5th order characteristic polynomial, we reproduce
the distributions extracted from the reference sample as it can be seen in Figures 5-6. It is
important to mention that due to correlations, the tuned values of parameters can differ from
their default values although the spectra of observables of interest from tuned and reference
samples are in a very good agreement.
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Fig. 4. Correlations values of the parameters for the first stage tune.

For the first tune we have chosen 3 variables, they are:

Table 4. Observables used for the first stage tuning.

Thrust

Inclusive charge particle momentum spectra

Number of tracks in event
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Yield

Ratio

Pythia8 parameters Default Tuned Comment
StringFlav:mesonUDvector =0.5 =0.444457 | ! Light-flavour vector suppression
StringFlav:mesonSvector =0.55 =0.434957 ! Strange vector suppression
StringFlav:mesonCvector =2.8 =2.428458 ! Charm vector suppression
StringFlav:thetaPS =-15 =-13.500045 ! Mixing angle thetaPS
StringFlav:thetaV =36 =29.243306 ! Mixing angle thetaV
TimeShower:alphaSvalue | =0.1365 | =0.135795 ! Effective alphaS(mZ) value
P I
] I R
14 g 12 S l
12F g ! I
1 e —+ 08 F

Fig. 5.

I I
10 12
Number of tracks in event

(b)

Comparing Thrust and Number of tracks in event distributions: Default Monte Carlo

(MC) in blue vs. tuned in black.

Yield

MC (Default MC)

MC (Tuned)

Ratio

Charged-Particle Multiplicity

Fig. 6. Comparing Inclusive charge particle momentum distributions: Default Monte Carlo (MC)
in blue vs. tuned in black.

The default and tuned values for the Pythia8 parameters.
For three variables, the parameters’ default and tune values were quite similar, consid-

ering the errors.
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Pythia8 parameters MIGRAD errors H
StringFlav:mesonUDvector | =4.685612e-02
StringFlav:mesonSvector =8.267797e-02
StringFlav:mesonCvector =1.690820e-01

StringFlav:thetaPS =7.967455e+00

StringFlav:thetaV =8.819869e+-00
TimeShower:alphaSvalue =4.741711e-04
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-0.75
TimeShower:alphaSvalue -
-1.00

Fig. 7. Parameter correlation values for the second-stage tuning.

Next, we included the visibleEnergyOfEventCMS variable in our list of observables to
study the impact of correlations when tuning with an increased number of variables. This
tune was also performed with 5th-order polynomial to ensure the robustness for the mini-

mization results.
As it can be seen from Fig. 8 (b), the comparison between tuned and reference samples

for visibleEnergyOfEventsCMS observable is also a very good agreement.

Pythia8 parameters ‘ Default ‘ Tuned Comment
StringFlav:mesonUDvector =0.5 =0.454673 | ! Light-flavour vector suppression
StringFlav:mesonSvector =0.55 =0.432484 ! Strange vector suppression
StringFlav:mesonCvector =2.8 =2.388490 ! Charm vector suppression
StringFlav:thetaPS =-15 =-14.416715 ! Mixing angle thetaPS
StringFlav:thetaV =36 =32.127201 ! Mixing angle thetaV
TimeShower:alphaSvalue | =0.1365 | =0.135604 I Effective alphaS(mZ) value
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default and tune values were quite similar, considering the errors.

Yield

Ratio

Yield

Ratio

10°
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Pythia8 parameters

MIGRAD errors
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=4.270846e-02
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Fig. 9. Comparing Inclusive charge particle momentum andvisibleEnergyOfEventCMS
distributions: Default Monte Carlo (MC) in blue vs. tuned in black.
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5. Conclusion

Validation of the tuning procedure developed to tune a certain set of parameters from the
Pythia8 Monte Carlo event generator is performed using the Professor2 package. The tuning
is done simultaneously for "event” and ”event shape” variables using six parameters from
Pythia8 MC. The obtained results show that the comparison between the reference and
tuned spectra is in a very good agreement. The developed procedure can be extended to
any model with free parameters constraining it by using real experimental data.
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AnHoTanuys

B AaHHOUM cTaTbe NPEACTAaBAEH METOA AASI MHOTOIIapaMeTPUYEeCKOM HaCTPOMKHU
reHepaTropa coOvITHM 0 MeToAy MoHTe-Kapao. MeTop anipoOMpoBaH Ha HACTPOUKE
MonTe Kapao reneparopa Pythia8, mmpoko nmcnoab3yeMoro AA PU3WKU BBICOKUX
sHepruti (OB3). IloAyueHHBIEe pPe3yAbBTAaThI ITOKA3bIBAIOT, YTO METOA MOJKET OBITh
HWCIOAB30BAH AASl OIIPEAEAEHUsS CBOOOAHBIX IIapaMeTpoB (PEHOMEHOAOTMYECKUX
MOAEAEM, OAHOBPEMEHHO II03BOALY YYECTb KOPPEAdUU CYIIECTBYIOIUE MEKAY
IlapaMeTpamMu.

Karouesrie croBa: HacTporika MonTte-Kapao, apaponuzanug, Pythia8, skcriepumenT
Belle II, makeT nmpodeccop?.
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