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Abstract

Today, neural networks are used in various domains, in most of which it is critical
to have reliable and correct output. This is why adversarial attacks make deep neural
networks less reliable to be used in safety-critical areas. Hence, it is important to
study the potential attack methods to be able to develop much more robust networks.
In this paper, we review four white box, targeted adversarial attacks, and compare
them in terms of their misclassification rate, targeted misclassification rate, attack
duration, and imperceptibility. Our goal is to find the attack(s), which would be
efficient, generate adversarial samples with small perturbations, and be undetectable
to the human eye.
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1. Introduction

Nowadays, deep neural networks are becoming more and more popular to solve problems
in various domains, including safety-critical areas such as medicine, self-driving cars, etc.
Unfortunately, techniques to fool deep learning models have recently come out to provide
incorrect outputs [1]. Particularly, in the image classification domain, an attacker can create
an altered image, which will be misclassified by a model but will be classified correctly by a
human. This altered image is often referred to as an adversarial example, and this process
as an adversarial attack. To be protected against such attacks, researchers try to create
methods to make the models more robust against such perturbations. Studying adversarial
attacks and their potential helps us develop better countermeasures against them.

In this paper, we will discuss some of the adversarial algorithms and test them against an
image classification model. We then compare the results of the experiments in terms of their
misclassification rate, targeted misclassification rate, attack duration, and imperceptibility.
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1.1  Definitions and Notations
1.1.1 Poisoning Attacks vs Evasion Attacks

In poisoning attacks, the attacker tries to insert fake samples (i.e., data samples with
wrong labels) into the training dataset, which will make the model learn on those fake
samples and output wrong results. This kind of attack is possible when the attacker has the
means to import those fake samples into the training set. In contrast, in evasion attacks,
the attacker does not need access to the dataset. In this case, the attacker creates adversarial
samples, which are similar and hard to distinguish by a human from the original samples
but are misclassified by the trained model.

1.1.2 Attacker’s Knowledge of the Model

Based on how much information the attacker has about the model, attacks can be classified
into white-box, black-box, and gray-box attacks. In the white box scenario, the attacker has
full knowledge about the model architecture and uses this knowledge to generate adversarial
examples. In contrast, in the black-box setup, the attacker does not know the architecture.
Instead, the attacker observes the output of the model from the given input. Some of the
attacks assume access to the soft labels (i.e., probability or likelihood score of belonging to
a class), while others try to generate examples based on only hard labels (i.e., class labels
without the score). In the gray-box setting, the attacker has an access to the original model
and trains a generative model on it. When the generative model is ready, the attacker uses
that model to generate adversarial samples. Hence, the original model is no more needed.
Recently, in [2] another category was introduced, called no-box attacks. In contrast to
black-box attacks, the attacker cannot query the model, instead, he has a small number of
samples from the same domain as the victim. The authors train an auto-encoder on those
samples and then generate the adversarial examples using the features learned from the
auto-encoder.

1.1.3 Targeted vs Non-Targeted Attacks

In the targeted attack, the attacker tries to misclassify the given sample into a specific
target label. In contrast, in non-targeted attacks, the attacker tries to classify the sample
into any other class.

1.2  Our Goal and Contribution

In this paper, we try to overview some of the adversarial attack techniques and, running
experiments in the same setting, compare them based on:

e Misclassification: What percentage of the adversarial samples were misclassified

e Targeted Misclassification: What percentage of the adversarial samples were
successfully misclassified to the target class

e Imperceptibility: How much the adversarial example looks like the original image

e Duration of the attack: How long it takes to generate an adversarial example
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In this paper, we will concentrate only on white-box and target attacks. In particular,
we will discuss and experiment with the Fast Gradient Sign Method [1], Projected Gradient
Descent [3], AutoPGD [4], and FW + Dual LMO [5]. We chose these attack methods as
FGSM is one of the first and simplest methods, which is still popular today. PGD is the
most popular, as even many new state-of-the-art methods are modified versions of the PGD
attack. AutoPGD, being one of those variations, achieves state-of-the-art results according
to the authors. And while these attacks use ¢, norms, we also chose FW + Dual LMO as
an example of an attack that uses another norm (Wasserstain norm in this case).

2. Attack Mechanisms

In this section, we will briefly overview the attacks, which will be used for experimentation
further in the paper.

In our attacks, we are given a set of input images x € R™", and our goal is to craft
an adversarial example 2/ € R™" that will be misclassified by the deep learning model F :
R™™ — N. Since we are discussing targeted attacks, we want to misclassify the adversarial
sample into our desired target class ¢ € N instead of the original class y € N. Furthermore,
the perturbation we add to the image should be as small as possible, not to be detected by
a human. So, we can formulate the problem in the following way: Given a Neural Network

F : R™™ — N, input image x € R"*" with a label y € N, a distance function || - || and a
perturbation budget € € R find an ' € R such that
F(‘T,) =t#y (1)
st |2 —z]] <e

In our case, the distance functions will be [y, [, [ distances or the Wasserstein distance.

2.1  Fast Gradient Sign Method (FGSM)

Since we can access the gradients of the network in the white-box setting, what most of the
gradient-based attacks do, is to fix the network weight and maximize the loss by updating
the image. For that, they add a small perturbation n € R"*™ to the original image:

¥=x+n

The most efficient way to maximize the loss would be to add noise in the same direction as the
gradients. [1] introduced an attack method, where they do exactly that: add a perturbation
in a direction that will increase the loss function £ between the adversarial example and the
original label

7' =2+ e sign(V,L(0,7,y). (2)
We can see that in this way the maximum allowed perturbation is added, while still being
in the € ball.

For a targeted setting, the update step will become:

=1z —e-sign(V,L(0,x,t))

in other words, a perturbation is added to minimize the loss between the adversarial sample
and the target class t.
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2.2 Projected Gradient Descent

The Projected Gradient Descent attack (PGD) or Basic Iterative Method (BIM) was
introduced in [3], where they transformed the FGSM [1] one-step attack into an iterative one
by performing the update step (2) multiple times with a small step size a € R™*™. This will
work better, as the FGSM adds the maximum allowed perturbation, but does not guarantee
to maximize the loss within the allowed e—ball. In contrast, in an iterative approach, the
algorithm is more likely to find the maxima. To ensure that the adversarial sample remains
in the e neighborhood, PGD projects the sample back to the € ball after each update step.
In other words, it performs projected gradient descent (or ascent) on the input sample. The
update steps for targeted and untargeted attacks will be as follows:

2 =TI (29 + o - sign(V,0 £(0, 29, y))) )

20 Z L — o - sign(V,0 £(6, 20, 1))) )

So, the attacker tries to find a perturbation that either finds the maximum loss between x’
and y (3) (untargeted attack), or the minimum loss between 2’ and t (4) (targeted attack).

2.3  Auto-Projected Gradient Descent

It has recently been suggested [4] that the Cross-Entropy loss and the fixed step size of the
PGD attack [3] may be two reasons for its potential failure. They propose an alternative
loss function and a new gradient-based method, Auto-PGD, which does not require a fixed
step size.

They divide their method into two phases: an exploration phase and an exploitation
phase. During the exploration phase, they search for good initial points, while in the
exploitation phase, they try to maximize the accumulated knowledge. The step size value
depends on the trend of optimization. If the objective function decreases rapidly, then the
step size does not need to be changed, otherwise, if it decreases slowly, the step size is
reduced.

2.4  Wasserstein Attack

The Wasserstein adversarial attack was introduced in [6]. Here they proposed to use the
Wasserstein distance instead of the commonly used ¢, distances. For images, the Wasserstein
distance can be seen as the cost of redistributing pixel mass. For example, while rotations
change ¢, norms dramatically, they only slightly change the Wasserstein distance.

So, what their algorithm does, is to do a PGD attack [3], but instead of projecting on
an ¢, norm, they project on the Wasserstein ball. However, since the projection onto the
Wasserstein ball is computationally expensive, they make an approximation by performing
modified Sinkhorn iterations [7].

[5] improved the algorithm by introducing an exact but still efficient projection operator.
They also introduce an adversary generating method based on the Frank-Wolfe [8] method
equipped with a suitable linear minimization oracle and show that it works very fast for
Wasserstein constraints.

In this paper, we will use that Frank-Wolfe method (FW + Dual LMO) for the
experiments.
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3. Experiments

3.1 Goal

In this experiment, our goal is to run FGSM [1], PDG [3], AutoPGD [4], and FW + Dual
LMO [5] attacks on the same environment and compare them in terms of misclassification,
targeted misclassification, attack duration, and imperceptibility.

3.2 Setup

We are performing our experiments on a pre-trained ResNet-18 [9] classifier on the CIFAR-
10 dataset [10], with initial 92.4% accuracy on the test set. We generate the adversarial
examples on a server with an Nvidia GeForce GTX 1080-Ti GPU.

We use the Adversarial Robustness Toolkit (ART) [11] for FGSM [1] and PGD [3] and
AutoPGD [4] attacks, and the original implementation by the authors for FW + Dual LMO
[5]. We run each of the adversarial attacks with a set of epsilon values in € € (0,0.5] and
for all target classes. We use ¢, norms for FGSM, PGD, and AutoPGD, and we use the
Wasserstein distance for the FW + Dual LMO. All the other hyper-parameters are left to
their default values. For the FW + Dual LMO, in the original implementation, there was no
option for targeted attacks. Hence, we modified their implementation and added the option
for target attacks. For that we converted the problem:

maximize L(F(z'),y)
subject to |[2/ — z|| < €

to

minimize L(F(2),1)
subject to ||2' — z|| < €

We log the duration of the attack, the misclassification rate, and the targeted
misclassification rate for later comparison. The source code for the experiment can be found
https : [ /github.com/bezirganyan/adversarial,renahere.

4. Results

4.1 Targeted Misclassification and Misclassification Rate

We first look at the average misclassification and targeted misclassification scores that each
of our models was able to achieve for some € € (0,0.5]. In Table 1, we can see average
misclassification and targeted misclassification rates for the best epsilon of each attack. As
we can see from the /¢, attacks, the {, norm yields the highest scores in our setup. Hence,
from now on we will use the /., norm for further comparisons. Note that this does not mean
that the /., norm is better since we could get similar scores and similar perturbations for
higher € values under other norms, as the ¢, attack will add a higher amount of perturbation
under the same epsilon.

Furthermore, we can see that from the ¢, attacks in terms of targeted misclassification
rate, the PGD, and AutoPGD attacks yield very high scores leaving the FGSM attack behind
with a huge margin. In general, PGD and AutoPGD attacks behave almost identically in
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our experiments. We hypothesize that this is because we are testing on an undefended
model, on which they both reach their maximum potential limit. The developers of the
ART framework confirmed that on their tests on defended models in an untargeted setting,
AutoPGD behaved slightly better. We, hence, plan to test and compare the models on a
defended model in our future work. In Fig. 1, we can see the Misclassification and Targeted
misclassification rates of the attacks for different epsilons and under the ¢, norm. We can see
that in terms of misclassification and targeted misclassification rates the PGD and AutoPGD
attack perform best within the ¢, attacks by having around 90% misclassification rate even
for very small epsilon.
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Fig. 1. Average misclassification and targeted misclassification rates for different e values
under /o, and Wasserstein (FW) norms.

Furthermore, we can see that for the FGSM attack, the targeted misclassification does
not increase monotonically. The reason for this can be that since the FGSM is not an
iterative algorithm and performs just one step, it overshoots when the epsilon is too big and
misses the target class.

The FW+Dual LMO attack performs best in terms of both misclassification and targeted
misclassification rates. Nevertheless, we cannot compare the amount of perturbation under
l+ and Wasserstein norms, since they imply different amounts of changes to the image.
Hence, we will need to combine these results with the visual ones to be able to make a fair
comparison.

4.2  Duration

In Table 2, we can see the time duration needed to generate an adversarial example. Being
a simple one-step attack, FGSM leads the competition followed by the PGD and AutoPGD
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Table 1: Average misclassification and average targeted misclassification rates for different
norms

attack norm | miscl | targ. miscl.
AutoPGD | ¢, | 0.0832 0.1100
PGD ¢, ] 0.0810 0.1086
FGSM ¢y ] 0.0879 0.1116
AutoPGD | /¢y | 0.8968 0.9977
FGSM ly | 0.6157 0.3914
PGD ly ] 0.8927 0.9925
AutoPGD | /. | 0.9000 1.0000
FGSM ls | 0.9149 0.5515
PGD (s | 0.9022 1.0000
FW was | 0.9000 1.0000

attacks. PGD, which performs much better than FGSM in terms of targeted misclassification
rate, is around 71 times slower. The slowest is the FW + Dual LMO attack, which performs
around 400 times slower than the FGSM attack.

4.3  Duration

In Table 2, we can see the time duration needed to generate an adversarial example. Being
a simple one-step attack, FGSM leads the competition followed by the PGD and AutoPGD
attacks. PGD, which performs much better than FGSM in terms of targeted misclassification
rate, is around 71 times slower. The slowest is the FW + Dual LMO attack, which performs
around 400 times slower than the FGSM attack.

Table 2: Duration of generating an adversarial example in seconds.

FGSM PGD AutoPGD FW+Dual LMO
0.7 50 7 338

4.4  Imperceptibility

One of the most important aspects of Adversarial attacks is that they should be undetected
by the human eye. Hence, in this section, we study how detectable are the adversarial
samples generated by the attacks. To visualize the results, we chose the smallest € for each
of our attacks, under which our model showed at least 80% misclassification. You can see the
visualizations in the Figures 2 and 3. We can see that in the examples generated by the FGSM
attack, although the original image is still well visible, the perturbation is easily detectable
to us. For PGD, AutoPGD, and FW + Dual LMO attacks, however, the perturbations are
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hardly visible. In fact, from Fig. 3 it is noticeable that PGD and AutoPGD attacks apply
small perturbations uniformly over the image. While the FW + Dual LMO attack perturbs
only small portions of the image, the perturbations are much more visible.
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Flg 2. Adversarial samples on an image with orlglnal label 4 (deer).
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Fig. 3. Perturbations added to the image with original label 4 (deer).

AutoPGD

AutoPGD

5. Conclusion and Future Work

We compared different attack methods with different metrics. The champion of the
comparison is the PGD attack. Although being a very simple attack, it performs very well
in terms of misclassification and targeted misclassification rates, is fast, and is almost non-
detectable by the human eye in our experiments. AutoPGD), while yielding similar results, is
much slower, and hence, comes in second place in our comparison. FW + Dual LMO attack
performed very well in terms of duration, misclassification, and targeted misclassification
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rates, but the perturbations were much more noticeable. The FGSM attack was the fastest
with a high misclassification rate but came last in terms of imperceptibility.

Since we’ve covered only a small portion of attacks, we plan to extend the attack list by

adding more well-known or state-of-the-art methods and extend the experiment domain to
black-box attacks as well. Furthermore, we plan to test these attacks on a defended model
and compare their performances. Particularly, we are interested to see the difference between
AutoPGD and PGD attacks on a defended model.
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Q-phgnp Atghpquibjul L {<tGphy Utpgnjw

UjniGhutGh StuGhyuyu6 <udwjuwnpwb
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Udthnthnid

Ujuop GhjpnGwjhl gulgtpnG oquwugnpoymu GG wmwpptip wuwyuwpbqlbpnid, npnlghg
Jwmbpmy Jwplnp £ mObG0w) hmuwh W &)qphn wpnynilp: Uhw pbt hGym
dpgwligwjhl hwpdwynudGtpp GGpnGuyhG gulgtpp qupdmy G0 wybh phy hntuwh
pwpén wigunuignpyul dwjupnuly wywhwbonn wmhpnyplipnd: <tnlwpwp, Juplnp k
nuntiGwupnt] hwpdwldwl hGwpwynp dbpnnltpp” wytih uyniG b wijunwbq gulgtp
dwltmt hwdwp:  Uju hnguwonmd dtlp pGGwpymyd GlGp snpu uyhwmwly ?nnuhny,
phnwjuwynpywo dpgwlgwjhl hwpdwynuiGip L hwitdwnmd ngpulp hptlGg  ufuwyg
nuwuwlwpqiwl wumhdwbh, Guyuunmwlwjht vjupw puuwlupgiul wpwgnipjwl wunhdwGh,
hwpdwlyiwl wlnnmpjul L wiGuubtihmpjul wnndiny: Ubp Guwwuouwyl L quibp
hwpdwynui(Ghp), npnlp wpyniGuytn JhGaaa L unbnotl dpguygwjhb ophGuwybtn® thnpp
2tnmuiGtpny L wGGYwwnbih dwpgnt wsph hwdwp:

Pwlwjh pwebtp’ dpguwlguyhlG  hwpdwyndGhp, YuyniGmpynG, dhphGuwjulwl
niunigniy, funpp niunigniy:

KpaTtkoe cpaBHeHUe MeXAY "BeAnIM gIuKoM", IleAeBEIMU
COCTSI3aTEABHEIMU aTaKaMU IPOTUBHUKA B FAYyOOKUX
HEUPOHHEIX CEeTIX

I'purop Besupranax u 'enpuk Ceprossn

Texuuueckuil YHUBepcureT MIOHXeHa
e-mail: grigor.bezirganyan@tum.de, henrik.sergoyan@tum.de

AnHoTanus

CeropHs1 HEMpOHHBIE CETH UCIIOAB3YIOTCS B PA3ANYHBIX OOAACTAX, B OOABIINHCTBE
13 KOTOPBIX BA’>KHO WMETb HAAEKHBIM U IIPABUABHBIA BBIBOA. Bor mnostomy
COCTAA3aTeAbHBIE aTAKU AEAAIOT TAyOOKHe HEeUpPOHHBIE CEeTHU MeHee HAaAEeKHBIMU
A UCIIOAB30BAHUSA B OOAACTIX, IAe Oe30IIaCHOCThL MMeeT pellarolllee 3HauyeHUe.
ChepOBaTEABHO, Ba’KHO W3YYUTH IIOTEHIIMAABHBIE METOABI aTaKW, YTOOBI MMETh
BO3MOJKHOCTb pa3pabaThIBaTh ropa3p0 Ooaee HaAeKHBIE CceTU. B 3TOM cTaThbe MBI
paccMaTpUBaeM deThIpe "OeAbIX AIUKa' - IleAeHallpaBAeHHbIE COCTI3aTEAbHbIE aTaKU
1 CpaBHUBAEM UX C TOUYKHU 3PEHUS YACTOTHI OINMOOYHBIX KAACCU(PUKAIUU, YAaCTOTHI
IIeA€BBIX OIIMOOYHBIX KAACCU(PUKALUN, AAMTEABHOCTH aTakKy U He3aMeTHOCTU. Harra
IleAb - HAUTU aTaky, KOTOopble OBIAM OBl 3(P(PEKTHUBHBI U T'e€HEepUPOBAAU OBl
COCTA3aTeAbHBIE BELIOOPKU C HEOOABIIMMU BO3MYIEHUIMHU U He OOHAPYKUBAAUCH OBI
YEeAOBEYEeCKUM I'Aa30M.

KAroueBEIe CAOBA: COCTA3aTEABHBIE aTaky, HAAEKHOCTb, MAIIMHHOE OOydYeHHe,
rAybokoe oOy4eHme.
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