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Abstract

Magnetic random-access memory (MRAM) is one of the emerging memory tech-
nologies, which can be considered as the next universal memory because of its good
parameters. Nevertheless, this type of memory is not guaranteed from defects and it
is very important to understand the fault typology and develop a test solution that
addresses these faults. In this paper a Built-in Self-Test (BIST) solution is presented,
which is specifically tailored for MRAMs and efficiently deals with MRAM specific
faults.

Keywords: Memory BIST, Memory testing, Magnetic memory, Emerging mem-
ory, System on Chip.

1. Introduction

Innovative technologies require effective solutions to increase the reliability of systems in
the industry of the integrated circuits (IC). Devices like memories are sensitive to external
influences that can cause a system failure. Nowadays memories are the most commonly used
devices in electronics. In recent decades, different types of memories have been invented,
each of which had certain parametric and functional characteristics. Few examples of such
memories can be found in the literature, as demonstrated below.

e Macro block, which consists of 0.021um? SRAM bit cells. Macro operates up to 2GHz
at 0.95V. bnm FinFET technology is used [1].

e 16Gb DRAM with speed 18Gb/s/pin and 1.35V VDD [2].

e 16Tb Flash memory is proposed in [3], which works with speed 1.8GB/s/pin. 20nm
CMOS technology is used.

On the other hand, frequencies are getting higher, the volume of the information extends
in most of devices (for example, more storage is required for better quality of the photos
in smartphones), and the existing memories (SRAM, DRAM, existing NVM) become insuf-
ficient for new challenges. MRAM is one of the emerging memories, which has promising
parameters, that is why it is also important to take care of the reliability of this type of
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memory. Built-in Self-Test (BIST) is an effective solution that is usually used to test em-
bedded memories and can be adopted for MRAM as well. MRAM has the perspective to
be a universal memory , as it is non-volatile and has a speed close to SRAM and a density
close to DRAM at the same time.

2.  Preliminaries

2.1. MRAM Structure

MRAM cell consists of a transistor and a device called a magnetic tunnel junction (MTJ).
It consists of two ferromagnetic layers separated by an insulator (Figures 1,2,3). MTJ is a
based on tunnel magnetoresistance (TMR) which occurs in MTJ and is quantum mechanical
phenomenon. Electrons can tunnel from one layer to another because the insulator layer
is very thin. One of the layers has a fixed direction of spins. The direction of spins of
the second layer can be changed by applying voltage between two layers. MTJ can be
represented as a variable resistance, which can be changed depending on the direction of
spins in ferromagnetic layers. There are parallel and antiparallel cases. When magnetic
spins are parallel, the resistance of the MTJ becomes lower, which corresponds to level 70”.
Accordingly, for a logical level 717, the MTJ is in an antiparallel state with high resistance.
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Fig. 1. MRAM bit cell.
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Fig. 2. MRAM bit cell schematic.
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Fig. 3. MTJ schematic.

2.2.  Faults specific to MRAM

Since MRAM has a different manufacturing technology in contrast to CMOS; it is required to
explore defects, which can occur during manufacturing (resistive faults are shown in Figure
4). There are also other faults, which are not described because of MTJ nature. The main
reason is the clear tunneling phenomenon, which has a certain probability. For example, the
insulation layer thickness can change the M'TJ resistance which can cause read failure. Some

of MRAM specific faults are described in Table 1.

Table 1: Faults specific to MRAM

Stuck at P MT]J is stuck at the parallel state (low resistance for
MTJ).

Stuck at AP MTJ is stuck at the antiparallel state (high resistance
for MTJ).

Open Weak connections between metals or other layers can
cause open defects and correspondingly open fault
because of high resistance.

Short Short between ferromagnetic layers can occur during

some manufacturing stages.

Transition fault

It is not possible to write 0 when a bit cell caries
1, and vice versa (it is assumed that initially
memory has x value).

Coupling fault

Switching of the current bit cell causes flipping of the
neighbor bit cell.

Incorrect read fault

Incorrect value after read operation (it means that the
bit cell carries 0/1 but the read data is 1/0).
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Fig. 4. Resistive faults for one bit cell (in red area).

2.3. Algorithms for Testing MRAM

Several algorithms for MRAM testing are suggested in [4]-[6]. [4] also offers an automated
flow for defect injection and fault modeling, which is very useful for writing new test vectors
for certain faults. [5] suggests a test algorithm, which covers most of the resistive defects
described in the same paper. The proposed BIST architecture provides all the necessary
operations to detect the above-mentioned defects.

3. MRAM BIST

There are different architectures of testing systems for different types of memories. During
design implementation, it is important to take into account the hierarchical structure of the
design, which contains memories, their sharing mechanism, test efficiency for that system,
etc. Sometimes these and other factors make testing systems insufficient for executing certain
types of algorithm or do not meet the given specification. The suggested testing system
takes into account the above mentioned and other design specific difficulties. MRAM testing
system consists of two main components: MRAM Processor and MRAM Memory Controller
(Figure 5).

3.1. MRAM Memory Controller Components

Memory controller provides transmission of test data and control signals from processor
directly to the memory, as well as the memory output-related analyses in backward direction.
Controller has the following blocks as described in Table 2.

3.2. MRAM Processor Components

MRAM Processor Unit regulates connections and signals between memory controllers. It is
responsible for address, data (pattern), redundancy generation, and executing instructions.
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Fig. 5. Built-in Self-Test System.

Table 2: Memory controller’s main components

Comparator Compares output data with the expected ones. Sends
theresult of comparison to the processor.
Redundancy Allocator | Makes repair signature according to error data.

It has a programmable buffer, which carries a march algorithm. Short introduction of some
processor blocks are described below in Table 3.

Table 3: BIST Processors main components

Address Generator Responsible for test address signal for the
memories in wrappers. Different addressing

modes are available.

Data Generator Responsible for test input data for the memories in
wrappers. Solid, checkerboard and other patterns
are available.

Redundancy Generator | Collects repair data information from wrappers

to perform memory repair.

BIST Controller Controls march algorithm execution on memories
(Figure 6).
Trim Controller Executes search algorithms to find reference values

for MRAM memories for efficient testing.
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Fig. 6. Block Diagram for BIST flow.

4. Conclusion

Magnetic memory becomes more widespread nowadays thanks to its good characteristics
and is considered to be the next universal memory. Therefore, it is highly important to
well understand the faults inherent to this technology and develop a test solution addressing
these types of faults. In this work, fault universe for MRAM memories is investigated and a
specifically adjusted BIST architecture is proposed, which allows us to detect all these types
of faults. Among other features, the proposed BIST solution has an algorithm programmable
capability, which is used to code test algorithms for detecting specific fault types and an
efficient test trimming mechanism used for searching MRAM reference bits.
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Udthnthnid

UwqlGhuwuwi juiwjuul pGunpnipjudp hhpnnnipniGp (MRAM) Gnp dwdwGwlwlyhg
wtfuGnnghwbphg dtya £, nplG pp qwy wwpwidtuptph 2Gophhd Ywpnn © ghuowpldt
npwbu hwonpn hwiwwhwwlh hhpnnmpyniG: UjlniwdtlGw)Ghy, wju mhwyh hhpnnmpniln
wwynwwlijwo sE wluwppmpyniGlbphg, U ww Jwplnp B hwulw6wp wyn w-
uwppnpjniGGiph quuwliwpgnuip b Wuwyl phunmwynpiwl hwdwlywpg, npp goipu
Uptph npw6Gg htwlwlpny wnwowgnn ufuwilbpp: Uju hngquonmd Gopujugwudo E
Gipnpwo phunwynpiwl hwdwlunpg (BIST) dwqlGhuwlwl hhpnnnipymGGtph hwdwn,
nnp wpyniwytm Yepuny hwjmGuwpbpnd B wyn whwh hhpnnqnipymGGphG hwwumnly
wluwppmpynGGEpnp:

Pwlwh pwntp’  hppnpupymGGhiph  Ghpppiwo  phunwynpnud, hhpnnnipymGGhph
ptunwynpnid, dwqlhuwlwb hhpnnmpjnil, GnpuwgniyG hhynn vwpp, hwiwwnpg pjniptinh
Ynuw:
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AnHoTanus

MaruuTHasg 0aM4aTh C HOPOU3BOABHEIM ApocTynioM (MRAM) - opHa M3 HOBBIX
COBPEMEHHBIX TEXHOAOTUY, KOTOpasg OAaropaps CBOMM XOPOIIMM IlapaMeTpaMm
MOJKET CYUTATBCS CAEAVIOIIENM YHUBEPCAABHOU ITaMAThIO.TeM He MeHee, 3TOT THUII
IIaMATA He TapaHTUPOBAH OT Ae(EKTOB, M OYEeHb BA’KHO IIOHUMATh THUIIOAOTHIO
HEUNCIIPAaBHOCTEN U pPa3padoTaTh TECTOBOE peIleHre, KOTOpPOe YCTPaHSeT OLINOKU
BBI3BaHHBIE HEWCIIPABHOCTIMU. B 3TOM cTaThe IPEACTABAEHO pelleHre BCTPOEHHOI'O
camoTtectupoBaHus (BIST), koropoe, B YacTHOCTH, apanTUpPoBaHO AAd MRAM u
3PPEKTUBHO YCTPAHIET ero crenuduruueckrie HeUCIPaBHOCTH.

KAroueBele cAOBa: CaMOTECTHUPOBaHHWE BCTPOEHHOW IIaMATH, TECTUPOBAHUE
IIaMATHU, MarHUTHAsA IaMATh, HOBEUIIasa NaM4aTh, CUCTEMa Ha KPUCTAAAE.
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