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Abstract

A queueing system model is considered, consisting of m (m > 1) servicing devices
and a maximum number of tasks with n (n > 1) in the waiting queue. Each task is
characterized by three random parameters (v, 5, w), where v is the number of servicing
devices required to perform the task, 8 is the maximum time required to complete
the task and w is the possible time that the task can wait before assigning to run,
after which it leaves the system without service. Tasks are accepted for service in
the order of their entry into the system, i.e., FIFO (First-In-First-Out) discipline is
used. In paper the equations are obtained for the state probabilities of the system in
the stationary mode, which can serve as an assessment for real multiprocessor systems
using MPI and OpenMP technologies.

Keywords: Multiprocessor cluster-type system, Cluster computing, Queueing the-
ory, Waiting time restriction.

1. Introduction

The optimal use of processor time in multiprocessor cluster-type systems depends on many
factors: the method of receiving and queuing the task, determining the order of execution,
the possibility of dynamically distributing computing resources, the ability to move the task
during different phases of execution to the minimum necessary environment or stop the
execution with the possibility of continuing, etc.. The reception of a task in the system for
execution plays an important role in the organization of this process. The ability to interact
distributed processes in certain periods of time requires synchronization and simultaneous
execution both in one and different computer systems. Therefore, accepting a task from
the queue for execution imposes the responsibility on the scheduler for ensuring its timely
execution. At the same time, tasks arriving for execution may be ”"impatient”, that is, they
leave the queue after a certain waiting time. In this paper, the probabilities of the queue
state are obtained for the exponential distributions of the task of receipt, execute, and failure
of service. Such models play an important role on multiprocessor systems using MPI and
OpenMP technologies [1].

Suppose that a task stream enters a computing system consisting of m processors (m > 1).
Each task is characterized by three random parameters (v, 3,w), where v is the number of
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computational resources(processors, cores, cluster nodes, etc.,) required to perform the task,
£ is the maximum time required to complete the task and w is the possible time that the
task can wait before assigning to run, after which it leaves the system without service [2].

By using David Kendall’s notation(which is widely used to describe elementary queueing
systems)[3], the system under consideration can be represented as M|M|m|n. So, the system
parameters are described:

m - the maximum number of computational resources;

n - the maximum permissible number of tasks in the queue;

a - a random value of the time interval between neighboring entrances, which has the
probability distribution:

Pla<t)=1—e*,

where a is the intensity of the incoming stream;
B - a random value of the task execution time, which has the probability distribution:

P(B<t)=1—e"

where b is the intensity of service;
w - a random value of the permissible waiting time for a task in the queue, which has
the probability distribution:

Pw<t)y=1-—e",

where w is the intensity of the failure of service for a task from the queue;
v - a random value of the number of required computational resources for performing a
task, which has the probability distribution:

P(v<k)= E,k =1,2,....,m.
m

Tasks will be accepted for service in the order of their entry into the system, i.e., FIFO
discipline is used (First-In-First-Out). Those tasks that arrive at the time of full occupation
of the queue (there are already n tasks in the queue) receive a denial of service.

2. Basic Notations and Lemmas

To obtain a system of equations, we need the values of some probabilistic characteristics.
By P(i, k) is denoted the probability that k processors will be occupied by i tasks:

Lemma 2.1:The probability that k processors will be occupied by v tasks, can be obtained in
the following way:

P(i,k):i(l?_;)lgigkgm.

mi\1i—
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Proof. To prove the lemma we use the mathematical induction technique. The method
of induction requires two cases to be proved. The first case, called the base case, proves that

the property holds for ¢ = 1:
1 /k—1 1
pup= (o121
m 0 m
The statement is true because if ¢ = 1, then
P(Lk)=Plv=Fk)=—.
The second case, called the induction step, proves that if the property holds for number ¢ —1,
k—1

then it holds for the next natural number i:
1 = i—1\ 1 & (-1
Plk) = 3 Pli-Li)PLk-i) =2 3 (1)) = > (7)) o

j=i—1 =i =

from combinatorics we know this equality [4]:

() ()= () - () g

considering (2) equality to count (1), we get the formula, which was mentioned in Lemma
2.1.:
1 (k-1
P(i, k) = < )
mi\i—1

Lemma 2.2: The probability that @ tasks will occupy mo more than k processors, can be
obtained in the following way:

(Zy]gk> 1(k) 1<i<k<m.

Proof. To prove the lemma we use the formula, which we got in Lemma 2.1.

P<§Uj§k> :;P“’j>:i$(§j) mii(yj)

Jj=t

to calculate the last sum, we again use the (2) equality and as a result we get that

Lemma 2.3:
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Proof. It’s obvious that:

<2V1§S<ZV1> :;P<;m:j) P (vjy1 > s—7).

Primarily, we use the obvious fact that

, m—s+j
P(Vk+1>3_]):T>

and then we use the formula, which we got in Lemma 2.1. for the first probability in sum,
as a result we get:

P<§)4g3<§5%)zzﬁﬁ(§éan_s(J—f>+§ijc—4>>:

gt (0= (1) 4G 0)) = (-351) ()

3. The Equations for System State

To analyze our system we need to identify the following basic notation:
P, ;(t) - the probability that at the moment of time ¢ there are ¢ tasks in service, and in
the queue j tasks wait for service;
Due to the finite number of possible states of the system (m=*n+1) with long-term operation,
the system goes into a steady mode of operation, i.e., in a stationary state [5]. In this case,
the limiting values P, ;(t) are considered as t tends to infinity, which will be denoted by P, ;.
By L;; we denote the state of the system when ¢ tasks are serviced and j tasks are waiting
in the queue. Cases when the system can pass L; ; state from the other state are presented
in the following scheme:

g1 (4.9)
Li ry14k > Ly < Lij

a@ (i,5)
q(?’)(i,j,k)T

Lijy10r Li—pjipsr

where ¢V (i, 5), ¢ (i, ), ¢q®)(i,7) are probabilities for appropriate passing and when the
passing is from L; giq 4k, then & = 1,2,....min(i,n — j), but when the passing is from
Lk jtk+1, then k = 0,...,7 — 1. Note that if j = 0, then there won’t be the passing from
L; ;1 and if j = n, then there won’t be the passing from L; j 1 or L;_j j1r41. We also assume
that at the passing from L;_j j;x41 the first task from the queue leaves the queue and at the
passing from L; j1 not the first task, but another task from the queue leaves the queue.
Obviously,

min(i,n—j) .
W 5 (i—k+1)b
g (i, (a (

-Pi— j F '7]{; )
+ (i —k+1b+ (+kuw T (i )>

k=0
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where P(i k) = 0 if i = 0, but if 0 < i < m, then P(i, k) is the following conditional
probability:

i—k i+1 i+2
:P<Zus Z VSSmZVs Z l/s>m/
s=1 s=1—k+2 s=1—k+2
i—k+1 i—k+2
Z vy < m, Z Vs>m>,

s=1 s=1

where we consider that v; ;1 is the number of required computational resources required to
service the task that was being left the system(it was serviced) and due to which the system
has changed its state,

@i, ) = jw = P gina P K

where ]zj(z,k) =0if 4 =0, but if 0 < ¢« < m, then f(z,k) is the following conditional
probability:

. i+1 42
ﬁzk <Zus Z VSSmZVs Z Vs>m/
s=i—k+2 s=i—k+2
i—k+1
ZVS < m, Z Vs > m)

where we consider that v;_;,; is the number of required computational resources required
to service the task that was being left the system(it left the queue) and due to which the
system has changed its state.

In this case, the equations for system state are given in the following way:

Py =n;qM 0, 5) + 0,493, 5) +n;a® (4, §), (3)

where 0 < i <m, 0 <j <n and

_J0, forj=mn
i 1, for0<j<n’

0. — 0, forj=0
T 1, for0<j<n’

Note that if ¢ = 0, then Fy; =0 for 0 < j <n.
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To calculate P(i, k) probability, we first perform a simple transformation, then use the
conditional probability formula:

i1 i+2 ikt 1 k2
:p(zusgmwkﬂ YA ) -
s=1 s=1 s=1 s=1
41 +2 ikt 1 k2
P(Z; (Vs SM A Vg1 < Do Vs, Doy V5§m<zl S)
ikt i—k+2
P <Zs:1 s <m <y, | s)

By using Lemma 2.3. we can calculate the probability, which is in the denominator of the

last fraction: - -
i—k+ t—k+ :
1—k+1/ m+1
P S< < s | — ——5 | . .
(3 neme Y )= h2 (7))

Before the calculation of the probability, which is in the numerator of the fraction, it is
denoted by d, then it is calculated in the following way:

5 ni?(?:%—u>

u=i—k

where k = 1,2, ...,min(i,n — j) and

i+1 i+2
Pu:P< Z Vg <m—u< Z Vsﬂ/z'k+1§m—u<’/ik+1+1/ik+2>-

s=i—k+2 s=i—k+2

Obviously, in the last probability we deal with independent probabilities and with the help
of Lemma 2.3. for P, we get the following formula:

p__mw%Mm+u+D«m+Dk+®(m—u)

v 2(k + 1)mk+3 k

By using Lemma 2.1. as a result we get the following formula for d:

5, = 173%1 =1 p (5)
BT ik i—k—1)""

u=i—k

(4)

where P, is calculated by formula (4). So, we get formula for P(i, k) probability:

mi—k+2

?Z,k - 1 51
N T i)

(6)

Note that we can calculate the probability f(z, k) in the same way as P(i, k).
Thus, according to equation (3), probabilistic equation of the state of the system is given.
As we know, if i =0 forall 0 < j <n

and please note that
W
i=0 j=0
The probability that the system will refuse a new arrival task is denoted by R.
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Corollary 3.1.

R = P .
Za—i—zb—l—nw ’

i=1

4. Conclusion

In classical queueing systems, one task does not require more than one servicing device, but
in this paper we suggest a queueing system model that differs from other queueing systems.
In the suggested new model it may take more than one servicing devices to perform one
task. Such a queueing system model can play an important role on multiprocessor systems
using MPI and OpenMP technologies. In paper for the exponential distributions of the task
of receipt, execute, and failure of service, the probabilistic equation of state of the system is
obtained in the stationary mode.
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hwdwluwpgp, htppnid wwhwGeGhph wnwybjugnyyG pnyjuwmpbih pwlGwyp »n (n > 1) b
{wiwjupgmy jnipupwbsnip wwhwe pGnipugpynid k (v, 5, w) wuwpwdbnnptp, npntn v-
G ywhwoh vywuwnpuiwl hwdwnp wihpwdtpn ntunipulGtph(wypngtiunplGtph) pwlGwya t,
6 - G yuwhwGoh vyuwuwpyiwl wnwytjugni )G dwudw Gy t, huy w - G wylG wnwybjugni G
dwiwlwlyl E, np wyn wwhw6op Juwpnn L hbppnid vwyuwub) dhGsk vywuwpyiwl
niupyybn: Upynilpmy  jnipupwlynp wwhw6 mGtlmd L uyuwuiwl dwdwGulyh
vwhiwlwthwynd: Uuwunwlpmd unwguo Gl hwiwywpgh yhdwlip plnipwgpnng
hwjwlwlwlwihG hwjwuwpnuiGtp, Gpp hwiwluwnpgp YuyniG yhdwlyymy k:
Pwlwh puntn” pugqiwuwpngtunpujhG YpuuwmbpuwihG whyh hwiwlupg, JiuunbpughG

hw)Jwny, dwuuwyuyul vyuuwpyiwl ntunipmnil, vywudwl dwdiwlGuwih vwhiwGuthw-
ynuu:

PacrnpepeneHne ouepepr B MHOT'OIIPOLIECCOPHOM CUCTEME
IIPU OrpPaHUYEHUU Ha BpeMsS OJKUAQHUS
Baapumup I'. Caakan u Aptyp [1. Bappausan
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AnHoTanus

PaccMmoTpeHa MopeAb CHUCTEMBI MAaCCOBOT'O OOCAY’KMBAHHUS, COCTOSAIAS M3 M
(m > 1) OOGCAY>KMBAIOIIUX NPUOOPOB M C MAKCHUMAABHBIM KOAWYECTBOM 3aAaHUMN
B ouepepM OXuAaHug - n (n > 1). Kaxkpoe 3apaHue XapaKTepHU3YeTcs TpeMsi
CAy4YaWHBIMHM TIapameTrpamMu (v, ,w), TA€ V - YUCAO TpeOyeMBIX OOCAYKMBAIOUIAX
IpuOOpPOB, HEOOXOAWMBIX AAS BBIIIOAHEHUSI 3aAaHUud, [ -BpeMs, TpeOyeMoe AAA
BBIIIOAHEHUS 3aAQHUS, w - AOIYCTUMOe BpeMs IIpeOBIBAHUS 3aAAHUS B O4epPeAr A0
HAa4aAa ero BBIIIOAHEHHUS, II0OCAE KOTOPOTO OHO IIOKHUAQET CUCTEMY O0e3 OOCAYKUBAHUS.
3aAaHUA IPUHUMATLECSA Ha OOCAYKABAHME B ITIOPSAKE IIOCTYIIACHUS UX B CUCTEMY, T.€.
ncnoabsyercsa pucruunania FIFO (First-In, First-Out). B paboTe noAy4eHBl ypaBHEHUSA
AASI BEPOSAATHOCTEU COCTOSIHUSI CUCTEMBI B CTAllMOHAPHOM pPEe’KUMeE, KOTOPBIE MOTIYT
CAY’KUTHb OLIEHKOU AASl PEAABHBIX MHOTOIIPOIIECCOPHBIX CHUCTEM, MCIIOAB3YIOIIUX
texHororuu MPI u OpenMp.

KaroueBBIe CAOBA: MHOI'OIIPOLLECCOPHAS CUCTEMA KAACTEPHOTO TUIIQ, KAACTEPHEBIE
BBIYMCAEHUS, TEOPUS MACCOBOTO OOCAY’KMBAHUSA, OTPAHUYEHNE BPEMEHU OKUAQHUSA.
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