Mathematical Problems of Computer Science 54, 116--121, 2020.

UDC 519.688

Fuzzy String Matching Using a Prefix Table

Armen H. Kostanyan

IT Educational and Research Center
Yerevan State University, Armenia
e-mail: armko@ysu.am

Abstract

The string matching problem (that is, the problem of finding all occurrences of a
pattern in the text) is one of the well-known problems in symbolic computations with
applications in many areas of artificial intelligence. The most famous algorithms for
solving it are the finite state machine method and the Knuth-Morris-Pratt algorithm
(KMP).

In this paper, we consider the problem of finding all occurrences of a fuzzy pattern in
the text. Such a pattern is defined as a sequence of fuzzy properties of text characters.
To construct a solution to this problem, we introduce a two-dimensional prefix table,
which is a generalization of the one-dimensional prefix array used in the KMP
algorithm.
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1. Introduction

String matching is a well-known computational problem, the earliest references to which date to
the 1960s. Interest in this problem really grew with the publication of the Boyer-Moor (BM) [1]
and Knuth-Morris-Pratt (KMP) [2] algorithms in the 1970s. Since then, quite a lot of exact string
matching algorithms have been proposed using one or another modification of BM or KMP.
Along with investigations on exact string matching, there have also been investigations on
approximate string matching that looked at the problem of finding a generic pattern in the text.
Unlike the regular pattern, specified as a list of characters, the generic pattern is rather some
description of the substring to be found. Research on approximate string matching has focused
on distance-based string matching [3], string matching using meta-characters in patterns, and
more generally, string matching using a regular expression as a pattern [4]. A detailed survey of
these works is given in the monograph [5].

In this paper, we formulate a fuzzy string matching problem, in which the pattern is
represented as a sequence of fuzzy characters, and the problem of finding all occurrences of such
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a pattern in a text with a given accuracy is defined. This problem was investigated in [6], where a
non-deterministic transition system was constructed to describe the possibilities of processing the
given text in order to find all occurrences of a fuzzy pattern in it, and an efficient algorithm for
determining some occurrences was proposed. In contrast, here we propose an efficient algorithm
to determine all occurrences of a fuzzy pattern in the text, mimicking the KMP algorithm.

The paper is organized as follows.

Section 2 presents the problem definitions. Section 3 introduces the concept of a two-
dimensional prefix table, which generalizes the notion of a one dimensional prefix array used in
the KMP algorithm. The text processing algorithm using the prefix table is presented in Section
4. The complexity of the proposed algorithm is analyzed in Section 5. Finally, the conclusion
summarizes the obtained results.

2. The Fuzzy String Matching Problem

Suppose that (L, [, [J, 0, 1) is a finite lattice with the smallest element O and the largest element
1. According to [7], the fuzzy subset A of the universal set U is defined by the membership
function fi1: UL that associates with each element x from U the number fi(x) in L,
representing the grade of membership of x in A. A fuzzy subset A from U can be represented by

the additive form
A= z x/f, (x)

x0U

We say that an element x definitely belongs to A if fa(x) = 1, and it definitely does not
belong to A if ti(x) = 0. On the contrary, if 0 < tia(x) < 1, we say that x belongs to A with degree
Ha(x).

Let us define a fuzzy symbol a over the alphabet X to be a fuzzy subset of . Given a
character x L1 2, we say that x matches & with the grade ia(x). We define the fuzzy pattern P[1 ..
m] as a sequence of fuzzy symbols of length m.

For a given text T[1 .. n], a fuzzy pattern P[1 .. m] and a threshold A, we formulate the
fuzzy string matching problem as the problem of finding all positions w (or, valid shifts), 1 <w <
n-m+1, in the text such so that

upig (TTw +k-1]) = Aforallk, 1 <k<m.

3. Prefix Table

Let x = x[1 .. ¢] be an array of text symbols of length ¢ and A = 0. Let us define the x-border of P
= P[1..m] as a subarray P[1 .. k] (k < g) such that

upii) (x[g —k+i])=Aforall i, 1 <i<k,

(that is, the last k characters of x match the first k symbols of P with degree of at least A).

Let LBp(x) denote the longest x-border of P.
Example 3.1: Choose % = {1, 2,3, 4,5}, L ={ 0, 0.25, 0.5, 0.75, 1 } and define the fuzzy
symbols S (small), M (middle) and L (large) as follows:

S = 1/1 +2/0.75 + 3/0.5 + 4/0.25 + 5/0,
M=1/0+2/0.75+3/1+ 4/0.75+ 5/0,
L = 1/0 + 2/0.25 + 3/0.5 + 4/0.75 + 5/1.
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Then, for x = 14252, P = SLMLS and A = 0.75, the following statement holds

LBp(x) = SLM.

Let us define the prefix table as a matrix 7§1 .. m, 1 .. n] such that

0, if g=1
mlg, il= { |LBp(Ti .. i+g-1])|, if 2<g<m,1<i<n—q+1
undefined, if i+g-1>n

Claim 1: Forall2<g<m, 1 <i<n—q+1

q-1, if n[g-1, i] = g-2 and upig-1) (Tli+g-1]) 2 A
TTlg, i] =
mlg-1, i+1], otherwise

Proof: Follows from the following statements:

= [ILBp(TTi..i+q-1]1)|=g-1 1= [ urw (Tli+s]) 2 Aforall s, 1 <s<g-2]=
= [[LBATTi .. g-1D| = -2, ppig11 (Tli+g-2) 2 1] =
= [mlg-1, i] = q-2, ppig1) (Tli+q-2]) 2 A ] = [7lq, i] = g-1].

* [ILBp(Tli..i+g-11)] < g-11=> [ [LBp(T1i . i+g-1])| = [LBp ( TTi+1 .. i+g-1])] ]

» = [ g, i = g1, i+1]].

)

The formula (1) allows us to construct the prefix table by filling it from top to bottom and

from left to right. The procedure below provides additional details.

Compute-Prefix-Table(P, T, 1)

1 m=P.length, n=T.length

2 let 7f1..m, 1.. n] be the prefix table to be filled accordingly
3 fori=1ton

4 m[l,i=0

5 forg=2tom //substring length

6 fori=1to n-g+l /Iposition in the text

7 if 77(g-1,i] ==gq -2 and upig-1) (Tli+g-1]) 2 A

8 g, il=q-1
9 else 77(q, i] = m[q-1, i+1]
10 return 77

Example 3.2: Suppose that
P =MSMSLM, T = 223141325422414251,

where S, M and L are the fuzzy symbols defined in Example 3.1. The matrix in Fig. 1 presents a

prefix table built by the Compute-Prefix-Table algorithm based on P, Tand A = 0.75.
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4. Text Processing using a Prefix Table
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The following procedure is an adaptation of the KMP algorithm to solve the fuzzy strings
matching problem using a prefix table.

KMP-FUZZY-STRING-MATCHING (P, T, 4)

m = P.length, n = T.length,

q=0
fori=1ton

q=Tiq,i-q]
if ypgen(T1i]) 2 A
g=q+1
if g==m
10 Print(i—q +1)
11 qg=Tlg,i—q+1]

O 00 O\ DN Wi =

1= Compute-Prefix-Table(P, T, 1)
// number of characters matched

while ¢ > 0 and yprg+1)(T1i]) < A

//the entire pattern matches

Example 4.1. Fig. 2 illustrates the fuzzy string matching process for 7, P and A from Example

3.2 and the prefix table in Fig. 1.
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Fig. 2. Fuzzy string matching process.
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5. Analysis

To estimate the complexity of the KMP-FUZZY-STRING-MATCHING algorithm, let us take
advantage of the potential method. Define the potential before every execution of the body of the
for loop equal to g, which is initially O and never becomes negative. Note that the while loop has
an amortized cost of O(1) since the total number of executions of the assignment statement in
line 6 does not exceed the potential value before this loop is executed. The two subsequent if
statements obviously have O(1) amortized complexities. Thus, the amortized complexity of the
execution of the body of the for loop is O(1), which gives O(n) complexity for the processing
phase. The complexity of the preprocessing phase represented by the Compute-Prefix-Table
procedure is obviously O(mn).
The algorithm uses O(mn) extra memory needed to represent the prefix table 7z

5. Conclusion

The problem of finding occurrences of a fuzzy pattern in a given text with a given accuracy has
been considered in this paper. A generalization of the KMP string matching algorithm is
proposed to solve this problem. Like the KMP algorithm, the proposed algorithm consists of
preprocessing and processing phases. The preprocessing phase creates a two-dimensional prefix
table that is used in text processing.

For a pattern of length m and a text of length n, the preprocessing phase takes O(mn) time,
and the processing phase takes O(n) time. The extra space used by the algorithm is O(mmn).
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AHHOTAIUA

3ajaya MOMCKAa MHOJCTPOKU B CTPOKE OJHA M3 YacTO BCTpEvaroIIuXcs 3ahad B 00JacTH
CUMBOJIMYECKMX BBIUMCICHWUM, WMEKMAas MHOTOYMCICHHBIE TPUMEHEHHMs B 3aJadax
HCKYCCTBEHHOTO HHTeIUIeKTa. K umciy HamOonee HM3BECTHBIX aJTOPUTMOB UL €€ PEHICHUs
OTHOCSITCSI METOJI KOHEUHBIX aBTOMaToB U anroputm Kuyra-Moppuca-Ilpara (anropurm KMII).

B HacrosAmen crarbe paccMaTpUBAEcTCA 3aJada IOMCKAa BCEX BXOXKICHMM HEYETKON
MIOJICTPOKH B cTpoke. [Ipm 3TOM HeudeTkas MOACTPOKA ONpPEAENsIeTCs] KaK MOCIEN0BATEIbHOCTh
HEUETKUX CBOMCTB CHMBOJOB CTpOKH (Tekcta). IlocTaBieHHast 3amada pemaercs ¢ MOMOLIbIO
IBYMEpHOW TaOmuIpl TPEPUKCOB, SBIAIOUICHCS O00OOIMEHHEM OXHOMEPHON  TaOIHUIIBI
npeduKcoB, uctonb3yemoi B anroputme KMIL

KawueBble ciaoBa: amroputM KMII, npuOImKeHHBI IMOMCK TOACTPOKH B CTPOKE,
HEYETKHN MTOUCK MOACTPOKH B CTPOKE.



