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Abstract

In the fast-growing Integrated Circuits (IC) industry, memory is one of the few
keys to have systems with improved and fast performance. Only one transistor and a
capacitor are required for Dynamic Random-Access Memory (DRAM) bit. It is widely
used for mass storage. Although the high-efficiency tests are performed to provide the
reliability of the memories, maintaining acceptable yield and quality is still the most
critical task. To perform a high-speed effective test of DRAM memories, a built-in
self-test (BIST) mechanism is proposed.

Keywords: Built-in Self-Test System, external DRAM memory, DRAM memory
faults, System on Chip.

1. Introduction

One of the important and critical requirements for a System on Chips (SoCs) is the reliability
of memories. As memories are used in more and more complex designs, the occurrence
probability of manufacturing defects becomes very high. And, testing of embedded memories
is a real challenge. Depending on the availability of voltage sources, memories are divided
into two categories: volatile memories, which require connection to the power source to
keep in the stored data, and non-volatile memories, which can keep the data without a
power supply connection. The volatile and non-volatile memories have different structures
and functions. Therefore, they have different testing methodologies. The popular type of
volatile memory is Random-Access Memory (RAM) [1].

Dynamic Random-Access Memory (DRAM) is one of the most well-known memory com-
ponents in the industry, primarily used as the main memory in personal computers (PCs),
workstations, and mainframes. The amount of DRAM devices found in a PC has a signif-
icant impact on its general performance and is considered an important parameter in PC
specifications. DRAMs are usually produced in the form of an integrated circuit chip, which
might be packaged in many ways, depending on the specific application and the performance
of the DRAM. DRAMs are also used in wireless mobile devices, such as smartphones, tablets,
etc. [2].
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2. DRAM Memory Overview

2.1. DRAM memory structure

Unlike SRAM cells, which store data on the output of the standard cell, DRAM cells store
information on a capacitor in the form of charge. This charge leaks off over time, causing
data loss. To stop this process, DRAM cells must be periodically refreshed. Fig. 1-b shows
the DRAM memory bit.
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Fig. 1. a) DRAM memory simple array example, b) A bit-cell of DRAM [3].

A 1-transistor DRAM cell contains one transistor and one single capacitor. The data is
stored on a capacitor as a charge, to which the transistor will give access. When performing
the write operation (by enabling the corresponding word line), the state that the capacitor
should take on is in word lines. The word line is opened, so the sense amplifier is forced to
the corresponding voltage state. When reading, the capacitor shares its charge with the bit
line, causing a voltage change on it.

The charge stored on each capacitor is simply too small to be read directly and is instead
measured by a circuit called a sense amplifier. The charge is set by the sense amplifier. The
sense amplifier, which is connected to the bit line, detects the voltage change, and amplifies
it. After that, the voltage can be interpreted as a logical 0 or 1 by an external driver.
However, due to the transistors leakage on the cut-off state, the stored charge is gradually
lost, thus the necessity for periodical refresh operation to stop the data corruption. In
Figure 1-a DRAM memory array sample is presented. The grey section is the memory array
designed as a grid of rows and columns. A group of decoders provides access of rows and
columns, selecting one intersection within the memory array. The logical representation of a
physical defect is named a fault (the line is broken, short between lines, etc.) in the memory.
Depending on the SoC manufacturer, the set of faults in memory may vary [3].
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2.2.  DRAM Memory Fault Detection Mechanisms

The increase of memory components in IC and the increase of memory complexity makes
memory testing and fault analysis significantly important. DRAM memory testing mecha-
nisms can be divided into 2 groups: the retention testing and functional testing. Retention
testing mechanism shows the leakage currents by performing read and write operations con-
taining a special delay between each other. In the case of functional testing, March element
is a sequence of read and write operations, which are applied to the memory cells consecu-
tively to detect not only cell defects but also cell-to-cell bridge and coupling faults [4]. There
are several requirements to have a successful test mechanism.

Fault detection: This step is the basic requirement for testing. The test mechanism
must report a fail after March element execution on memory that contains fail.

Fault localization: The test mechanism should be able to localize faulty memory cell
or group of cells.

Fault diagnosis: The test mechanism should be able to indicate the exact physical root
cause behind the detected fault.

2.3. DRAM Memory Faults

2.3.1. Common faults for memories

The most common faults are classified into two groups shown below in Fig. 2.
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Fig. 2. Common faults of the memories.

Static faults: To detect static faults, an execution of the single operation is needed.
The common static fault is Stuck-at fault, when the cell is stuck at static value (STO Stuck
at 0, ST1 Stuck at 1) and write operations do not make any changes on it. Static fault
group contains also Transition faults (i. e., Wired-AND, Wired-OR, etc.), read destructive
faults, coupling faults, etc.

Dynamic faults: To detect dynamic faults, an execution of at least two consecutive
operations are needed. For example, the cell value can be flipped, when two consecutive
read operations are applied to that cell (single-cell dynamic fault). On the other hand, two
consecutive write operations applied to a cell (aggressor cell) can change the value of the
neighbor cell (victim cell). Because of manufacturing complexity, a single march test algo-
rithm covering all static and dynamic faults may be unacceptable for all the manufacturers.
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So, there are many march test algorithms proposed for complexities, different types of faults,
and their coverages [1].

2.3.2. DRAM Memory Specific Physical Faults

Figure 3 shows a simple DRAM memory cell and the relation between faults and physical

defects.
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Fig. 3. A simple DRAM memory cell and physical defects [5].

A short between two WLs, shown as a defect d1, causes bridging AND fault between
pairs of cells located in the same column for the two shorted WLs.

A short between capacitor and WL, presented as a defect d2, causes WL SA1 fault.

A short between two neighbor capacitors, presented as a defect d3, causes a state coupling
fault.

A short between a capacitor and the ground, presented as a defect d4, causes bits SA0
fault.

A short between capacitor and BL, presented as a defect d5, is a bridging AND fault
with all cells in the same column.

A short between two neighboring BLs, presented as a defect d6, is a bridging AND fault
between pairs of cells on the same word line and on the shorted bit lines [5].

2.3.3. DRAM Memory Specific Voltage and Timing Faults

This kind of DRAM fault has two main causes. A: voltage-dependent faults, because of
improperly set of voltages, B: time-dependent faults, because of capacitors leakage currents
[4]. Fig. 4 presents the faults described above.
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Fig. 4. DRAM memory specific voltage and timing faults.

3. The Overview of the Built-in Self-Test System for External Memories

3.1. Built-in Self-Test Systems General Structure

The BIST System is a complete RTL assembly intended for at-speed testing and diagnostic
of external memories. The general structure of the BIST System is described below in Figure
D.

One of the components of the BIST System is Selection Logic. There are two input
drivers for that selector. The first one is User Control Logic, which drives external memory
and runs it in functional mode. In that case, the BIST System does not have an access to
the memories. The second driver is Test Control Logic. In this case, the BIST System has
access to the external memories, so it can run the memories functionality in test mode. The
User Control Logic also can have a direct access to PHY, but BIST System will have an
access only with selection signal activation.

The select signal of the multiplexer will be driven by the BIST System. Obviously, when
the memories are in functional mode, the select signal will be 0, otherwise 1 (memories are
in test mode).

Logically, the first iteration is to run the external memory in test mode. The Test Control
Logic will drive multiplexers input, run Built-in Self-Test engine, confirm that the memory
has no defects, then give the control to the User Control Logic. After that User Control
logic will drive the multiplexer and run the external memory in functional mode.

3.2.  Built-in Self-Test Systems Main Components

The Built-in Self-Test System has a lot of components, which are responsible for external
memories testing and faults diagnostics. Some of those components are presented below in
Table 1.

The components are working with each other with a hand shaking method. Once one
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Fig. 5. A Built-in Self-Test Systems general structure.

component is generating some logic, the neighbor one is receiving that and starting to work.
At that time the first one is waiting for response signal to do some analysis. The BIST
System has also the diagnostic feature, which is able to identify the fault location of the
external memories. After fault localization, User Logic Control can read that information
from the Test Control Logic in some ways.

Table 1: BIST Systems main components

Address generator | Generates address based on memory configuration.

Data generator Generates input data for the external memory,
based on memory configuration.
BIST controller Runs BIST mechanism for external memories,

based on information from Address

and Data generators.

Data comparator | Compares the output data of the external memories
with expected data.

3.3. Built-in Self-Test Systems Features

The Built-in Self-Test System has a lot of features. The System has a lot of developed optimal
test algorithms to decrease the risk of failure in the external memories [6, 7]. There are several
types of algorithms. The default test algorithms are proposed for the detection of the most
probable bunch of faults, that are common for different types of memories (hardwired ones).
The second type of the algorithms is proposed for detection of the remaining types of the
most known faults (full manufacturing algorithms). And the last type of the algorithms
is proposed for specific types of faults, for specific cases or for user debug (programmable
algorithms).
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With those algorithms, different types of test operations can be executed (such as single
cycle operations, etc.) to detect different types of faults. The algorithms are developed based
on realistic faults of memories. The BIST System can run the test engine in some different
ways, based on the memory configuration.

4. Conclusion

In this paper, different types of faults specific to external DRAM memories have been pre-
sented as well as the steps of fault detection mechanisms were described. The BIST System
was developed for this purpose and its most important features were described. The System
gives an opportunity to test external memories, detect faults, localize them, and report the
corresponding fault information. In addition, the developed BIST System is capable of run-
ning various types of test algorithms, which are intended to detect different types of faults
referred in the paper.
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AHHoTanus

B ObIcTpopacTyiel UHAYCTPUHU UHTEIPAABHBIX CXeM, ITaMATh - OAHA U3 HEMHOI'MX
KAIOUEM K CO3AQHMIO CHUCTEM C YAYYLIIEHHOM U OBICTPOM HIPOU3BOAUTEABHOCTEHIO.
AAd OWTa AMHAMHWYECKOUM NMaMAaTH C IPOU3BOABHBIM AOCTYIIOM TPEOYIOTCS TOABKO
OAUH TPAH3UCTOP M OAWH KOHAeHcAaTOop. OHa IMPOKO WCHOAB3YETCS AAS XPaHEHUS
MaccoBou wuH(@opmanmu. HecmoTpsa Ha TO, 4TO AAd OOecliedeHHs HAAEKHOCTH
aMATEN BBIIIOAHAIOTCSA TECThl C BBICOKOM J(PEPEKTUBHOCTBHIO, MOAAEPKAHUE
IIPUEMAEMOI'O TTOAXOASIIETO BBIXOAQ M KAueCTBa IIO-TIPEKHEMY SBASETCS Hauboaee
Ba’KHOM 3apauert. AAs ObICTPOTO U 3(P(PEeKTUBHOTO TECTUPOBAHUSA AMHAMHUYECKOM
aMSATH TIPEeAAATaeTCsl BCTPOEHHBIM MEXaHU3M CaMOTECTUPOBAHUS.

KaroueBbie CAOBa: BCTPOEHHAS CUCTEMA CAMOTECTUPOBAHUS, BHEIIHASI AUHAMUUYECKas
aMaTh, HEUCIIPABHOCTU AMHAMMWYECKUX YCTPOMCTB IIaMATH, CUCTEMA Ha YUIIe.
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