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Abstr act

Limiting the risk of information disclosure is now common for statistical agencies.
One of the widespread approaches is to release the synthetic, public use of microdata
sets. To put it another way, thanks to the multiple imputations the sensitive variables
of origind data are replaced by new/synthetic values. This paper introduces the
method for partially synthetic data generation based on hierarchical cluster analysis.
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1. Introduction

Submission of sociological and/or economic data to the public structures is an integral part
of procedures in statistical organizations. However, this task should not assume the risk of
disclosure of sensitive or personal information. Analysis of the published data in this area [1]
indicates the presence of diverse approaches/methods for solving such problems, including
variable recoding, swapping data, and adding noise values. Although these methods replace the
original data, protecting the information in this way may lead to distortion of relationships
between the different segments of the data set, which in turn can lead to erroneous
conclusiong/inferences on the stage of data analysis, such as methods of standard statistical
processing.

An alternative approach to solve this problem, which also tries to maintain functiona
relationships between the segments of the data set simultaneoudly, is the approach of fully
synthetic data generation [2]. In this case, the statistical organization should: (i) randomly and
independently record the general format and content of critical information units, as well as
integrate them into the corresponding set of expected synthetic data; (ii) establish new/synthetic
values in the information units by the selected strategy; (iii) provide a number of generated
synthetic data sets to the public. There are various methods [3]-[5] for generating fully synthetic
data providing the receipt of meaningful results using standard statistical methods.

In spite of advantages of the fully synthetic data, the process of generating these data is
quite time-consuming. In this regard, statistical organizations often use partially synthetic data
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whichisamix of original and synthesized data[6]. For example, the statistical agency may seek
to protect the confidentiality of certain records, or may not allow the identification of severa
records. In connection with that, the synthetic values generated only for certain variables and the
values of the other variables remain changed.

Asin the case of fully synthetic data, partially synthetic data are also providing the restriction
of the disclosure risk, allowing to obtain meaningful results by using standard statistical
analysis. Note that, due to its nature, the use of partialy synthetic data provide more accurate
statistical calculations. For the same reason, the risk of disclosure is higher than in case of the
fully synthetic data. However, there are severa algorithms [7]-[9] for generating partially
synthetic data which are used by many statistical agencies (US Federal Reserve Board, US
Bureau of the Census, etc.) that indicate the perspectives of this method.

The above mentioned situation was considered as a basis for the analysis of non-parametric
methods for generating partially synthetic data sets used for calculation of simple estimands
(average, standard deviation, etc.) and for construction of data driven linear regression models
[3]. Published literature [10] shows that one of the most known non-parametric approaches is
the method of sequential imputations of variables [11]. [11] uses CART (Classification and
Regression Trees) model [12] for this reason. In this case, in non-parametric method [11] the
hierarchical clustering model can be assumed to substitute CART as an alternative approach.

The paper is organized as follows. Section 2 reviews the description of partialy synthetic
data, the principle of their generation and analysis. Section 3 illustrates how the hierarchical
clustering model can be used in asimilar to CART way, for generating partially synthetic data.
Section 4 concludes the discussion about using hierarchical clustering in partially synthetic data
generation.

2. Partially Synthetic Data
2.1 Creation of Partially Synthetic Data

For partially synthetic data definition, we use notation [13]. The process of generating
partially synthetic data consists of two parts. (i) pretreatment/preprocessing of data; (ii)
replacement of the corresponding/tagged values with the synthetic one. Formally, this process
can be described asfollows.

Let U be the set of records/information units, u -{u,.u Uy} Where each

information unit U;(1<i< N) s chaacterized by the p attributes variables,
Y ={Y;.Yy. Yp}-

=<
<
N
~
>
_<

U 1 yll y12 / \ ylp
U 2 y21 y22 / \ y2 p

Uy Yna Ynz /\ Yo

During preprocessing information units and confidential variables (rows and columns of
matrix U) are selected, and the threshold conditions for these variables are set.
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Let n(n < N) be the number of randomly selected information units that will be considered
in the current observation, denote those units by{Ui Ui U in} .
1 2

Similarly, d(d < p) isthe number of confidential variabla{Yj ,Yj ,...,Yj } . In addition,
1 72 d

N-block | =(|l,|2 ..... |N) and p-block J =(J1,J2 ..... Jp) of numbers are defined as follows:

LUp e{U; U, ..U, }
1 2 n

Iy = , 1<r <N,
Uy e{U; \U; ..U, }
1 2 n

1,Yke{YJl,Y12,...,YJd}

J, = , 1<k< p.
K=loY, ¢{Y;. Y. ,..Y: }
K= 0 g

The process of determining the information units and confidential variables is presented in the
following scheme.

Jl /A /A /A ‘Jp
Y1 JAN JAN JAN Yp

I U |y Yip

M N

M N

U:

M N

\ L\

IN UN le pr

As a result, Uops = Urep:-Ynrep) matrix is defined. Here U, isa [nxd] matrix with

the values of confidential variables {Y,,Y, ,...Y, } and U, [nx(p-d)] isamatrix of other
variables values (replaced vs. not replaced).
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This matrix describes the need to replace the corresponding values of the confidential variables.
Thus, during preprocessing U o = (Urep.Unrep) and Z matrices are defined. The
resulting, observed data set are denoted asD = (Uyep . Unrep . Z) -

The second part of the partialy synthetic data generation is the process of replacement.
Namely, based on D = (U rep Ynrep »Z) and the selected method/algorithm, the corresponding

values of Unrep matrix are substituted with the synthetic one. Replacements are made
independently m timesto generate m different partially synthetic data sets:

SDI :(Ui%/n,Unrep), 1S|Sm,

where Uisyn— a matrix of imputed (replaced) values of i-th synthetic data set. The values in
Urep arethesameinall synthetic datasets, SD;j,1<i < m.

Thus, the generated partially synthetic data sets Dsyn ={SDl,SDZ,...,SDm} are the
information that are provided to the corresponding organizations and the public.

2.2 Analysis of Synthetic Data

Based on the released synthetic data sets Dsyn ={SDl,SDZ,...,SDm}, the corresponding

organization, in other words the analyst, makes inferences about some population quantity
Q =Q(Y) ( for example, Q can be the average of interest or the coefficients in a regression
model). In each synthetic dataset SD; (i=12,...,m), the analyst estimates Q, by some value
gj, and estimates the variance of ¢ with some estimator v;. It is assumed that the analyst
determines the ¢; and v; asif SD; wasin fact collected data from a random sample of U .
Such technique is usual in area of missing value statistics which needs to develop approaches of
unbiased data generation [ 3].

The approach used in this article is to consider (q,v.),i=12,...,m in similar to [3] as a
sufficient characterization of the synthetic databases Dsyn and construct an approximate

posterior distribution of Q given Dsyn1 Pr(Q|Dgyn) in andogy with the theory of multiple

imputation for missing data [5]. In that case the analyst can obtain valid inferences for Q by
combining the results of ¢ and v; (i=12,...,m). The following quantities are needed for

inferences (see[3]):

q,-72d,

“met(a-an)
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2 Ve

_1
Vi m =

The analyst then can use a to estimate the scalar Q and T.= (1—i) bm—\Tm to estimate
m m

the variance of CT .

3. Hierarchical Clustering Model for Generation of Partially Synthetic Data

The 2 base approaches we touch in data approximation are as the probabilistic distribution
approximation on one hand and the heuristic data extensions on the other. Even when the first
one seems more fundamental the heuristic approaches are more interpretable and applicable
especially when used by not professionals. Such methods are also fast and can replace
successfully the theoretical counterparts in many cases. Having the example of using CART
model in synthetic data generation we will try to understand the role and power of hierarchical
cluster analysis in the same role. It is more important to understand the inferences of these 2
approaches that complement each other. CART when generated is pruned like the cauterization,
and cauterization is evaluated where to stop by the use of additional quality estimates.

3.1 Algorithm for Imputations

Our studies are based on hierarchical agglomerative clustering [14] for generating partially
data sets. The principle of synthetic data generation is the same as in the agorithm that
considered in [11]. The only difference is that this model is used as a tool for estimating a
conditional distribution for sensitive variables in the space where data need to be
joined/replaced. That means that the replacement of sensitive variables occurs sequentialy (in
descending order of number of replacement values). Moreover, for generating new/synthetic
values the Bayesian bootstrapping [15] is used. Formally, this process can be described as
follows.

Assume that the variables Y = {Yl,Y2 ..... Yp} are continuous. Without loss of generality,

suppose that from the set of variables Y = {Y . Yo Yp} the first d is confidential. In
addition, the matrix U obs = Urep-Unrep) consists of the first N records of the information

unitsset U .
First, for each variable v, (1 < k < d) , based on theindicator matrix Z , the number of its

replacements, § Zik is computed. As a result, Yl’YZ"“’ Yd variables are sorted in
i=1
descending order of the computed values and denoted as: Y(l) ’Y(2) Y(d) .
After that, sequentially confidential variable imputations are processed. Let, Y(k) be the

current variable. Firstly, for Y(k) we estimate the conditional distribution in the space where

data need to be replaced by using hierarchical agglomerative clustering. Obviously, clustering
will be produced based on information units satisfying the following condition:
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Zi(K) =1i=1...,n.

Consider that the quantity of the mentioned units equals to n - At the beginning of clustering

each information unit is considered as a single cluster: C. = {Cl,C2 an } . After

init
that the sequential process of clusters merging begins: each time it brings together a pair of
closest clusters, where the distance between them is taken as a distance of their centers, and as
an integrated distance measure the Euclidean distance is used:

p 2
d(Ci,Cr)=\/j§l(cij—ch‘) :

where :(Cil""’Cip) and ¢ :(Crl""’Crp) are centers of clusters C,,C, , respectively. To limit

the disclosure risk this process continues until there is a possibility of clusters merging in
accordance with one of the homogeneity validity measures [16]: SPR (Semi-partial R-
squared),RMSSTD (Root-mean-sgquare standard deviation), etc. As a result we get the set of

={c,.C C,}.

current/final clusters C o

fin
Further, in each cluster CI' (<1 <t) new values for Y(k) are generated by using Bayesian
| ’

YI :{YlI ,Yl YrI] }. Bayesian bootstrap draws values based on some donor pool. In this
I

algorithm ! istaken for CI' as adonor pool. Bayesian bootstrap method proceeds as follows:

bootstrap procedure. Consider YI as a set of values of Y(k) in the corresponding cluster C

1. Draw (nI —1) uniform random numbers in the range (0,1) and sort these numbersin

ascending order: a0=0,31,a2,...,a =1.

(nI -1 ’an|

g = 0 iy 1)) (3 e 41 t " Qn-2  Oy-q a, =1

2. Draw n uniform random numbersin range (0] : ul’u2""’u(n| _1),unI

Uq Uy Uz Uy res U; wen Up,

=0 a, a3 a1 a G2 A1 ay, =1
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3. For each u (I<i< n ) determined interval in which it is contained: u e(aj _1,aj]

and replace YiI value by YJ! .

Note that some information units involved in clustering, may include new / synthetic values
of Y(l) ’Y(2) Y(k—l) variables. In order to maintain imputation consistency for al

possible combinations of Y(k) value and Y(l) ’Y(2) Y( k—1) new values corresponding
information units are searched, after what Y( K) imputations are done among them.

Thus, as a result of sequential imputations of confidential variables values generated set of
partially synthetic data. The whole process is repeated independently mtimes and generated
synthetic databases Dgyn are provided to the public.

3.2 Simulation Studies

For the above mentioned method our simulation studies are based on public release data
from 2011 R.A. Household’s Integrated Living Conditions Survey which consist
of N = 7872 records. Of the entire set of attributes/variables that characterize these units, we are
interested in only six of them. The interest variables descriptions are presented in Table 1.

Table 1: Description of variables used in empirical studies

Variable Type Range Notes
Monitory income Numeric(18,10) 0- 3512850
Food purchase Numeric(18,10) 0 - 555600
Food consume Numeric(18,10) 0 - 193191.8083296074
Nonfood purchase Numeric(18,10) 0-965100
Expenditures 13.643% of house holders
Numeric(18,10) 6256.3126710940 - 4672865.1342223603  have total income more than
225000 AMD
Total income 13.795% of house holders
Numeric(18,10) 0 - 3529697.3182837632 have expenditures more than
175000 AMD

Next, we assume that total income and expenditures are sensitive variables and set threshold
conditions for total income and expenditures are as follows; total income> 225000 and
expenditures> 175000 .

In empirical studies each observed data set D consists of n=315randomly sampled
households from the 7872 households. As a result of simulation m=5partially synthetic data
sets D, D,,..., D,, are constructed for each D . Each D, (i =1,2,...,m) is generated using the
algorithm presented earlier. Clustering for each sensitive variable is performed on the basis of
the units that satisfy the threshold conditions for that variable. In turn, as a validity measure we
use minimal count of unitsin cluster and minimal count of distinct values of sensitive variable
in cluster. In this simulation we require minimum ten units with at least three distinct valuesin
each cluster.
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Table2: Simple estimands for sensitive variables.

Estimand C AVg. (),
% of H.H. with total income > 300000 5.206344 5.3860208
% of H.H with expenditures > 230000 6.031744 6.2291976
Average of total income 132357.290182 132611.3233328
Average of expenditures 109301.86175 109548.668466
Standard deviation of total income 94569.735448 95539.39169016
Standard deviation of expenditures 77458.3434 77376.82509436

Table 3: Regression model. Dependent variable: total income. Independent variables. monitory income, food purchase,
expenditures.

Estimand C Avg.
5
Coefficients
Constant 11279.3796 14181.77272
Monitory income 0.9662 0.90748
Food purchase -0.2676 -0.20408
Expenditures 0.1652 0.16512
R 0.9844 0.93436

Table 4: Regression model. Dependent variable: total income. Independent variables: monitory income, expenditures.

Estimand Q Avg.
5
Coefficients
Constant 8868.7488 11893.24448
monitory income 0.9638 0.89952
expenditures 0.072 0.09412

R 0.9818 0.93268
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Table 5: Regression model. Dependent variable: expenditures. Independent variables: total income, food purchased, food
consumed, nonfood purchased.

i Avg. a
Estimand C 9 q,
Coefficients
Constant -1664.4878 -825.07984
total income 0.026 0.06612
food purchased 1.017 1.00768
food consumed 0.9924 0.90364
food nonpurchased 1.0886 0.906
R 0.9842 0.90692

Table 6: Regression model. Dependent variable: expenditures. Independent variables: food purchased, food consumed, food
nonpurchased.

Estimand C Avg. q
5
Coefficients
Constant -168.794 3725.97836
food purchased 1.0334 1.05348
food consumed 1.0162 1.204032
food nonpurchased 1.1082 0.95308
R 0.9838 0.90272

Tables 2 — 6 summarize the results of ssimulation for a variety of estimands. Inferences are
made using the methods presented in Section 2.2. For simple estimands (table 2) the averages
of synthetic point estimates are close to their corresponding Q. The average of parameter R* for
each regression models for synthetic data sets (tables 3-6) are greater 0.900 which indicates that
these models are worth considering. In addition, the averages of regression coefficients are close
to original values. So, the analyst will make the same inferences as in the case of actual data.

In case for disclosure risk of each sensitive variable le (I=1, 2,..., d), we assume that the

analyst would estimate YJ_ value of | r ’s unit by averaging the replaced values
|

m

_ rep,k
yir'j\ :zy

k=1 |r'J|

! R shows how much the independent variables explain the dependent variable
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To assess that risk we calculate the root mean squared error (RMSE) and relative root mean
squared error (ReIRMSE) of this estimator for each information unit:

- = 2. M orepk - 2

ReIRMSE. = =RMSE._ . /y .,
irsj| Il i)

For any data set, the distributions of the RMSE ~ and ReIRMSE  across al units with

ir| ir|
replaced values can be examined to ensure sufficient variability in imputations. Table 7 displays
averages of these quantities across all smulations. Median of RelMSEs is typically around
13.5%, which indicates that imputations for most records have a wide range of uncertainty. In
case when data owner requires larger errorsin terms of decreasing sensitive variables disclosure
risk, stricter validity measure criteria can be used in clustering.

Table 7: Sensitive variables limitation in simulation studies.

Variable Min. 1% Quartile Median
RMSE
Total Income 5097.683 16711.692 35692.008
Expenditures 5994.552 22308.272 42092.148
RelRMSE
Total Income 0.019 0.062 0.10
Expenditures 0.031 0.092 0.168

4. Conclusion

The simulation results show that the proposed clustering model can be used as an alternative
approach in partialy synthetic data generation in the similar to the CART way. The only
limitation is that the attributes/variables characterizing the information units must be
continuous. The foregoing can serve as a reasonable prerequisite for the development of
clustering model in order to generate synthetic data sets for mixed information units with
continuous and categorical attributes.
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Uwutiwljh uhtiptunhy nipuyibph gbtbpughugh hhbpuphhy
Jwuwnbpuwjht Epnidnipiniu

L. Uyjuiywt b 9. @nthgjut
Udthnthnid

Unubhnpkghuy wknbynipmiuttph pugwhwyndwi phuljh tjuqkgnudp wyuopyw npnipjudp
hwiughuwinud t Jhdwljugpuljut pulbpnipnitubnh hhdbwuwt puunhpubphg dbhp: Ugg
juunph sdwt hwdwp Jhpwunynn wdbtwhwjntuh dbkpnnubphg dklt E wjuybu Ynsdus
uhtiptnhl nyjuutph puqumpnitutph dpwljdwi b npudunpdui dkpnnp: Uy Yipy wuws,
Ynudphnkughw) thnthnpjpowlwbubph  wpdtputpp  thnpwphtynid  Bu tnp uhbpbnpl
wpdbpubpny: SYju; hopuémd  tbpluyugqus L dwubwlh uhbpbnpl  wfjuukph
unbnsdwi/qhuibpughuyh dh dbpnng, nph hhdpnid puljwé b hhtpuppuhl Juunbpugh
Jbpnidnipniup:

NepapXxuueckunii KnacTepHbIii aHann3 Ans reHepaLym YaCTUYHO CUHTETUYECKIMX
AaHHbIX

J1. AcnaHsH n B. TonusH

AHHOTauuA

OrpaHuyeHMe pUCKa PacKpPbITUS KOH(MUAEHUMAIbHON WMH(pOPMaLUMM Ha CEeroAHAWHWA AeHb
SIBNAETCSA OAHOM U3 OCHOBHbIX 3afja4 CTaTUCTUYECKMX areHTCTB. OfHMM U3 LUMPOKO NPUMEHSIEMbIX
MOAXOAOB SIBNSETCA NPeAOCTaB/IEHNE CUHTETUYECKMX MHOXECTB AaHHbIX. VIHbIMW CcnoBamm,
61arofapsi MHOXECTBEHHbIM 3aMeLLEHUAM 3HaYeHNs1 KOH(MAEHLMANbHBIX NePEMEHHbBIX UCXOAHBIX
[aHHbIX 3aMEHSIIOTCS HOBbIMW  CMHTETUYECKUMU 3HaYeHMsIMW. B faHHOl CTaTbe NpeAcTaB/ieH
MeTOf, FeHepaLui YacTUYHO CMHTETUYECKMX [aHHbIX Ha OCHOBE MEepapXM4eckoro KiacTepHOro
aHanm3a.



