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Abstract

This paper presents the concept of a new system of internal IP addresses
proposed for use by National Research and Education Networks (NREN).
Recently, various systems and services, have been actively developing, such
as Wi-Fi, IP telephony, etc., for which it is necessary to ensure the security of
streams, reducing the area of collisions, etc. The allocation of additional IP
addresses in local networks makes it possible to realize all the above-
mentioned tasks and have the necessary reserve for future development. The
concept is deployed in Academic Scientific Research Computer Network of
Armenia (ASNET-AM).
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1. Introduction

In general, the Virtual Local Area Network (VLAN) technology is used to logically divide the
network into different and independent parts. The proposed concept of IP addressing distribution
system to subnets and methods of implementation with appropriate VLANS technology for
managing and controlling them, suggest a completely new vision to this technology. It takes into
account many factors of the current development of National Research and Education Networks
(NRENS) (the detailing is outside the scope of this work, since it may vary for different
NRENS), network infrastructure, installed devices and the specifics of the connected institutions.
In addition, the presented concept allows flexible future growth of NREN infrastructure. The
proposed concept of IP addressing distribution promotes the development of virtually unlimited
additional services in NREN in the future without any big changes and reorganization of the
network structure.

As a rule of thumb, Local Area Network (LAN) internal IP addressing system has the
following simple scheme without any logical division and VLANs implementations. For each
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connected institute, one “C” class of internal IP addresses is allocated. Addresses are distributed
from the pool of addresses reserved for private use [1], such as prefixes 192.168/16, 172.16/12
and 10/8. As an example several LAN addresses may be used according to the following system:
“10.1.X.Y”, where “X” is the allocated organization number in the IP space (in the third byte),
and “Y” is the space of 256 addresses, for use in the internal local networks.

2. Concept Architecture

For each organization connected to NREN, a new IP address space can be allocated for “B” class
network and will be built according to the following scheme: “10.X.Y.Y”, where “X” is the
allocated Institution number in IP space, and “Y.Y” are spaces of 256 “C” class addresses
(65536 IP addresses) for use in the internal local networks. To save the current IP numbering
system of organizations, the organization numbers will be moved from the third byte to the
second one: “10.1.X.Y” - “10.X.Y.Y”. Networks started from 10.200.Y.Y will be used for
addressing the globally controlled communication devices.

Each Institution of “B” class network will be divided into logical and physical subspaces
according to the following principle.

1. Workstations

2. Local servers

3. Managed communication equipment within the organization, etc.

4. Wi-Fi devices

5. Voice over Internet Protocol (VolP) phones

6. ... for future use

At the moment, it is proposed to use the first 128 networks of institutions address spaces.
The remaining 128 networks will be reserved for further expansion of network systems and
services. The distribution of IP addressing will be carried out according to the following scheme:

«10.X.0-AY - Desktops

*10.X.A+1-B.Y - Local Servers

« 10.X.B+1-C.Y - Local Managed Communication Equipment

*10.X.C+1-G.Y - Wi-Fi devices

* 10.X.G+1-H.Y - VolIP phones

Additionally, the subnet “10.X.C+1-G.Y - Wi-Fi devices” is proposed to be divided into
subparts according to the type and area of use of the connected devices as follows:

*10.X.C+1-D.Y - The general academic Wi-Fi network devices (SSID: eduroam)

*10.X.D+1-E.Y - Wi-Fi network of current organization (for example, SSID: I1AP)

* 10.X.E+1-F.Y - Guest Wi-Fi access by the organization (for example, SSID: II1AP-

FreeWiFi)

* 10.X.F+1-G.Y - Will be implemented if necessary (for example: SSID: CSIT2019)

The implementation of this new IP addressing system will be efficient through the creation
of appropriate VLANSs for each of the subnets [2]. The following systems of standards are
proposed for internal names and numbering of VLANS:

v 10.X.0-AY - VLAN name: VLANZ00, VLAN id: Z00

v 10.X.A+1-B.Y - VLAN name: VLANZA+1, VLAN id: ZA+1
v' 10.X.B+1-C.Y - VLAN name: VLAN ZB+1, VLAN id: ZB+1
v' 10.X.C+1-D.Y - VLAN name: VLAN ZC+1, VLAN id: ZC+1
v 10.X.D+1-E.Y - VLAN name: VLAN ZD+1, VLAN id: ZD+1
v 10.X.E+1-F.Y - VLAN name: VLAN ZE+1, VLAN id: ZE+1
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v 10.X.F+1-G.Y - VLAN name: VLAN ZF+1, VLAN id: ZF+1
v 10.X.G+1-H.Y - VLAN name: VLANZG+1, VLAN id: ZG+1

where X is the network number allocated to organizations in the IP subspace for the local
network addresses of NREN.
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Fig. 1. Internal IP address distribution system.

For example, the VLAN number for workstations will be Z00, the VLAN number for
general academic Wi-Fi network devices will be ZC+1, and the VLAN number for the subnet of
VoIP devices will be ZG+1.

Additionally, if it is necessary to divide the subnets to subparts and subVLANSs, the
numeration should be created according to the following scheme. An additional number from 0
to 9 should be added to the base VLAN number. For example, when it is necessary to create
additional subnets and VLANS in “Workstations” zone, the numbers will be Z001, Z002, Z003,
or ZA0, ZAl, etc.

The first number of VLANSs for subnets started from 100, will be - Z+1, and for subnets
started from 200, will be - Z+2.

This is a general and theoretical vision of the new IP addressing system. Practical
implementation includes the creation of a real numeration standard and distribution, as default,
which will be implemented for all connected institutions. Implementation of this system as
standard will facilitate easy configuring and managing the border routers of all connected
institutions. Since the proposed IP addressing system does not conflict with the standard
addressing space, it can be implemented without any interruption of the network work. To start
this process in the connected institution, it is necessary to configure new address spaces and
VLANs on the border router, and then, after starting to the step-by-step transition of all
equipment and devices to the new addressing system.

In the pan-European data network for the research and education community (GEANT) [3],
which interconnects the NRENSs across Europe, there are some proposals for internetworking
VLANSs implementations [4], but this work covers another area of work scope.

Currently, the proposed numbering and distribution system with the appropriate VLANS has
already been created as a standard and enacted in production mode. This document with the
default numbering system, is an internal document of the ASNET-AM network.
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The implementation of this new internal IP addressing system on the border routers of
NREN-connected institutes will now allow the unimpeded expansion of network services and
systems and create the basis for future growth.

3. Conclusion

The proposed concept can be used by any NREN to make the internal infrastructure more
efficient. Currently, this new IP addressing system has already been implemented in the local
networks of several Academic Scientific Research Computer Network of Armenia (ASNET-
AM)-connected organizations. In the mentioned Institutions, the production of Wi-Fi network
structure is already divided into subnets with the corresponding Service Set Identifier (SSID)
access. Each subnet operates in its own dedicated VLAN and receives, via the Dynamic Host
Configuration Protocol (DHCP), IP addresses corresponding to its own VLAN, which allows the
general control and regulation of flows, as well as access control to resources of both ASNET-
AM and the Internet [5].

In the future, this new addressing system will be expanded to all organizations connected to
ASNET-AM.

References

[1] Y. Rekhter, B. Moskowitz, D. Karrenberg, G. J. de Groot and E. Lear, “Address allocation
for private internets”, Silicon Graphics, Inc, February 1996, [Online]. Available:
https://tools.ietf.org/html/rfc1918

[2] P. Congdon, M. Sanchez, B. Aboba, “RACIUS attibutes for virtual LAN and priority
support”, [Online]. Available: https://www.ietf.org/rfc/rfc4675.txt

[3] [Online]. Available: https://www.geant.org/

[4] V. Capone and M. Usman , “The GEANT network: addressing current and future needs of
the HEP community”, Journal of Physics: Conference Series 664 052005, DOI:
10.1088/1742-6596/664/5/052005, 2015, [Online]. Available:
https://iopscience.iop.org/article/10.1088/1742-6596/664/5/052005/pdf

[5] B. Hartpence, Routing and Switching, O’Reilly Media, Inc., ISBN: 9781449306557, 2011,
[Online]. Available: https://www.oreilly.com/library/view/packet-guide-to/9781449311315/

Submitted 04.03.2020, accepted 18.06.2020.


https://tools.ietf.org/html/rfc1918
https://www.ietf.org/rfc/rfc4675.txt
https://www.geant.org/
https://iopscience.iop.org/article/10.1088/1742-6596/664/5/052005/pdf
https://www.oreilly.com/library/view/packet-guide-to/9781449311315/

R. Tadevosyan, A. Petrosyan and G. Petrosyan 71

Zknnwgnuuljut b Yppnipjut wqquyhtt gmugkph ukppht
hwugbwynpdwt hwdwlwpgh Ynughyghw

[Mnpbpnn U. Funlnujui, Uppnip U. Mhnpnuywt b @nipgkt U. MEnpnujub

22 QUU Pudnpuunhljuyh b wjundwwnwugdwi wpnp kdutph htunhnnin
E1. hwugh: robert@sci.am, arthur@sci.am, gurgen@sci.am

Udthnthnid

Uju hnnpduwép ubpuyugunmd L ubpphtt IP hwugkubph tunp hwdwlwpgh
ntgtuyghuw, nptt wpweowplynid £ ogunuugnpsty Uqquyhtt hElnwgnunuljut b Yppuljut
guugtph (NREN) Unnuhg: dbpotpu wmwpptp hwdwlupgbph b Swpwynipjniutbph
qupgugniup, htisuyhuhp ' Wi-Fi, IP hinwpinuwjuy b wyt, wthpwdbynnipnit Gu
wnwowgunid wwwhnybk] hnupbph wbdunwignipniip, pwjunidubph  wwpwsph
Ypdwwnnid b wyjt: Zwpygh wetbiny nu, wthpudbion i qunind |njuwy gubgkpnid
pwugnighs IP hwugkubph ogunwgnpénidp b pwppunidp, husp htwpwiynpnipintt juw
nuskp JEpnupdws punhpubpp b nitbkuw) wuhpwdbon nkqtipy guigh hEnwqu
qupguguut hwdwp: Uju hwdwlupgp ubpppus b Zujwunwih wunbdhuljut
ghnwhtinwgnunujut §ndyninbtpught gmugnid (ASNET-AM):
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Konuenuus cucrembl BHyTpeHHuX IP agpecoB B J10KaJbHBIX
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AHHOTaANUA

B »TOoM mokyMeHTe mpeacTaBiieHa KOHIIENIUS HOBOM cHUCTEMbl BHYTpeHHHX [P-aapecoB
IJIA  HUCIIOJIB30BAHUS HAIIUMOHAJIBHBIMU HCCICAO0OBATCIIBCKUMU U 06pa30BaTeJII>HI>IMI/I CCTAMU
(NREN). B mocreanee Bpemst pa3BUTHE Pa3IHYHBIX CHCTEM U cepBHCOB, Takux kak Wi-Fi, IP
teneoHus U np., TpeOyroT obecrieueHuss OE30MacCHOCTH IMOTOKOB B BBIJICTICHHBIX KaHAIAX,
YMEHBIIIEHUS KOJUTU3HMM, YTO CO3JaeT MOTPeOHOCTh B AomoiaHuTenbHBIX IP agpecax. Otm IP
ajzipeca MOMOTYT YCTPAHUTH BBINICTIEPEUNCIICHHBIE HEAOCTAaTKU M o0ecredar HeoOXOAMMBIH
3amen sl Oyaymiero pa3BuUTHsS ceTH. JlaHHas KOHIEMIUS YK€ BHEApEeHa B AKaJIeMHYECKOU
Hay4HO-HCCIIE0BATEIbCKOI KoMmbloTepHOH ceTi Apmernu (ASNET-AM).

Kawuessie cioBa: VLAN, Networking, eduroam, Wi-Fi, VoIP.
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