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Abstract

In this paper the method of local interchange is introduced to investigate gossip
problems. This method is based on a repetitive use of permute higher and permute
lower operations, which map one gossip graph with n vertices to another by moving
only its edges without changing the labels of edges (the moments of corresponding
calls). Using this method we obtain minimum time gossip graphs in which no one hears
his own information (NOHO graphs) from gossip graphs based on Knodel graphs. The
value of minimal time is 7" = [logn|. This method also allowed us to find an alternative
way of the proof that the number of minimal necessary calls in gossip schemes is 2n—4,
n > 4.
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1. Introduction

Gossiping is one of the basic problems of information dissemination in communication net-
works. The gossip problem (also known as a telephone problem) is attributed to A. Boyd (see
ex. [4] for review), although to the best knowledge of the reviewers, it was first formulated
by R. Chesters and S. Silverman (Univ. of Witwatersrand, unpublished, 1970). Consider a
set of n persons (nodes) each of which initially knows some unique piece of information that
is unknown to the others, and they can make a sequence of telephone calls to spread the in-
formation. During a call between the given two nodes, they exchange the whole information
known to them at that moment. The problem is to find a sequence of calls with minimum
length (minimal gossip scheme), by which all the nodes will know all pieces of information
(complete gossiping). It has been shown in numerous works [1]-[4] that the minimal number
of calls is 2n — 4, when n > 4 and 1, 3, for n = 2, 3, respectively. Since then many variations
of gossip problem have been introduced and investigated [5]-[10], [13]-[17].

Another variant of the Gossip problem can be formulated by considering the minimum
amount of time required to complete gossiping among n persons, where the calls between
the non-overlapping pairs of nodes can take place simultaneously and each call requires one
unit of time [11, 12, 18].

In section 2 we introduce the method of local interchange, which is based on a repetitive
use of permute higher and permute lower operations. These operations locally act on the
adjacent edges to a given edge in a gossip graph (a non-local interchange of two vertices from
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some point onwards in a list of telephone calls is defined in [4]). In section 3 the method
of local interchange is demonstrated for the alternative derivation of the minimum number
of calls in gossip scheme. Another application of local interchange is described in section 4,
where the procedure for obtaining minimum time gossip graphs in which no one hears his
own information (NOHO graphs, [20, 22]) from gossip graphs based on Knédel graphs is
found. Since the minimal time of gossip graphs is known [18], this procedure allowed us to
establish the value of minimal time for NOHO graphs 7" = [logn].

2. The Method

A gossip scheme (a sequence of calls between n nodes) can be represented by an undirected
edge-labeled graph G = (V, E) with |V(G)| = n vertices. The vertices and edges of G
represent correspondingly the nodes and the calls between the pairs of nodes of a gossip
scheme. Such graphs may have multiple edges, but not self loops. An edge-labeling of G is a
mapping tg : E(G) — ZT. The label tg(e) of a given edge e € E(G) represents the moment,
of time, when the corresponding call occurs.

A sequence L = (vg, e1,v1,€3,09,. .., €, v;) With vertices v; € V(G) for 0 < ¢ < k and
edges e; € E(G) for 1 < i < k is called a walk of length k from a vertex vy to a vertex vy
in G, if each edge e; joins two vertices v;_1 and v; for 1 <7 < k. A walk, in which all the
vertices are distinct, is called a path. If tg(e;) < tg(e;) for 1 < i < j < k, then L is an
ascending path from vy to v, in G. Given two vertices u and v, if there is an ascending path
from u to v, then v receives the information of u.

Note that two non-adjacent edges can have the same label. Since we consider only
(strictly) ascending paths, then such edges (i.e. calls) are independent, which means that
during the consideration of minimal number of calls the edges with the same label can be
reordered arbitrarily but for any ¢; < ¢, all the edges with the label t; are ordered before
any of the edges with the label t5. Therefore, in this case we can assume that there are not
any two edges e; and ey such that tg(er) = tg(es).

Denote the set of edges adjacent to a given vertex v by E,(G). Given an edge e and one
of its two endpoints v, we consider the following two subsets of the set E,(G):

a(@)}, (1)
ta(e)}- (2)

pu(e,G) = {e € B,(G)lta(e

> ¢
py (6,G) = {e' € E,(G)|t(¢) <

Sometimes we omit the argument G in notations.

Definition 1: An identification of two vertices v1 and vy [4] in a gossip graph G is a gossip
graph G', which is defined as follows: The edges between the vertices vi and vy are deleted

and these two vertices are replaced by a verter u, whose set of incident edges is F,(G') =
E, (G) U Ew,(G)

An interchange of two vertices in a calling scheme is defined as follows: started from the
indicated moment of a time to the end of the calling scheme two vertices (and the edges
adjacent to them) are replaced by each other. In this paper we define the concept of local
interchange, i.e. an interchange that is defined only for adjacent vertices.

Definition 2: The permute higher operation P*(e) on a selected edge e € E(G) connecting
vertices u and v is called a modification of G, which moves the edges of G adjacent to e as
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follows:
E.(PT(e)G) = p, (e, G) Upy (e, G), (3)

and
E,(P*(e)G) = p, (e,G) U py (e, G). (4)

Correspondingly, the permute lower operation P~ (e) moves the edges of G adjacent to e as
follows:
Eu(P™(e)G) = p, (e,G) Up, (e, G), (5)

and
E,(P~(e)G) = p, (e,G) U p, (e, G). (6)

The operators PT and P~ are called the operators of local interchange.

Lemma 1: The result of the action of the operators of local interchange on a complete gossip
graph is also a complete gossip graph.

Actually, if a call between two participants takes place at the moment t,, started from
that point they both have the same information and are equivalent. Hence, if we change all
calls which took place after that moment (permute higher) our new gossip scheme would also
be complete. At the same time, we changed neither the number of edges, nor the number
of rounds required to perform gossiping. The same assumptions could be made in case of
permute lower operation.

Let us define an operation on gossip graphs At = P*(e;)PT(e2)...PT(e,) (A~ =
P~(e1)P~(e2)... P (ep)) is the sequence of permute higher (lower) operations on edges e;,
1=1,...,p.

Lemma 2: The result of the operation At (A~) does not depend on the order of the edges
€;.

Proof. Without loss of generality we can only consider the permute higher operation
AT with p = 2. Assume that tg(e1) < tg(e2), where tg is edge-ordering of gossip graph G.
There are two possible cases:

1) Edges e; and ey are adjacent. In this case, if AT = PT(e;)P*(ez), after P*(e;) all the
edges which are adjacent to e; (including e;) will change their endpoint from one endpoint of
e; to another and after P*(ey) all the edges for which tg(e) > tg(ey) also will be permuted.
If At™ = P*(ey)P*(e1), then after the first phase of AT all the edges with tg(e) > tg(es)
will be permuted and after the second phase all the edges which are adjacent to e; and have
ta(e) > ta(er) (including ey) will also be permuted. These operations are demonstrated in
Fig. 1. It is obvious that the result of these two variations of A* is the same.

2) Edges e; and e, are not adjacent. This is a simpler case in which the operation P (e)
on one of them does not affect directly the other. So, it is obvious that all the variations of
AT are equivalent.

|

So, in this section the operations of local interchange and their main properties were
described. In the next two section we give some application of the operations described in
this section.
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Fig. 1. Equivalence of different variations of AT

3. Minimum Gossip Graphs

Theorem 1: The minimum required number of calls in complete gossip schemes is 2n — 4,
n > 4.

Proof. As already mentioned in the introduction it has been shown in numerous works
[1, 2, 3, 4] that the minimal number of calls in gossip schemes is 2n — 4, where n is the
number of vertices. In this section we will prove this statement in a complectly new way,
which is based on the operations of local interchange.

Let us denote by f(n) the minimum number of edges required to construct a gossip graph
on n vertices. There are many solutions of this problem that give the number of edges (calls)
equal to 2n — 4. Therefore, f(n) < 2n — 4 is valid. So, the important part is to prove that
f(n) > 2n — 4 also.

Consider a gossip graph with n vertices and the number of edges equal to f(n). Our goal
is to prove that f(n) > f(n — 1) + 2. After that, taking into account that f(4) = 4 we will
get that f(n) > 2n — 4.

Suppose we have a graph G with f(n) calls. There are 3 possible kinds of graphs de-
pending on the repetition of information.

1) It contains a cycle. Suppose a C' = (ey,es,...,¢,) is a cycle with length p and the
edges e; and e, are adjacent to the vertex v (see Fig. 2).

o 9 o

{1, 3}
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Fig. 2. Cycle C in gossip graphs

The simplest case is if p = 2. If this holds, we can apply an operation of the identification
of two vertices connected by this multiple edge which is described in the section above.
Obviously, after this operation on complete gossip graphs, the obtained new gossip graphs
are also complete (it does not affect on ascending paths between the pairs of vertices). Hence,
our new graph G’ with n — 1 vertices has |E(G’)| > f(n—1) edges. On the other hand G’ is
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obtained from G by removing two edges and merging two vertices, thus, |E(G")| = f(n) — 2.
Hence, we obtain
fln) = fln—=1)+2. (7)

Now consider the case of p # 2 and an operation A~ = (P~ (e2) P~ (e3)... P (ep—1)). As
it is proved in the previous section the result of application of this operation on a complete
gossip graph is also a complete gossip graph. In the result the edges e; and e, will join and
form a double-edge. Thus, we came to the case of p = 2. Further steps are described above.

2) There are no cycles (NOHO graphs). In this case we can refer to [6, 20], but let us
also consider this case. Let Ly = (eq,es,...,€,) and Ly = (I1,[s,...,l,) be ascending paths
from the vertex v to the vertex wu.

Let us define the operations

A = (P (e2)P(es) ... P~ (en-1)) (8)

and
Ar =P ()P~ () ... P (lm-1)) (9)

on gossip graph. After application of these operations we will obtain a tetragon which
involves the vertices u and v and the edges ey, 1y, e,,l,,,. Then we choose the greatest from
the pair ey, [l; and apply operation ”permute lower” on it. We will obtain a triangle that is
also a cycle (case 1). This process is demonstrated in Fig. 3.
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Fig. 3. Ascending paths in gossip graphs

3) There are no duplicates of information (NODUP graphs). In this case there is exactly
one ascending path between any pair of vertices. It has been shown in [21], that in this case
f'(n) =225n — 6, n =4k, k > 2, where f’(n) is thi minimum number of edges of NODUP
graph and it coincides with 2n — 4 only when n = 8. So, if it is a NODUP graph, it always
has more edges than 2n — 4 and the only exception is the case when n = 8. Case of n =4
was not considered in [21], but in this case f(n) and f’(n) also coincide.

|

In the next section other applications of local interchange operations are described.

4. NOHO Graphs Based on Knodel Graphs

In [19] it is mentioned that the minimum time needed to complete gossiping is [logn]. In
[22] a problem of finding minimum time of gossiping in case of NOHO graphs (problem 26)
is raised. In this section we will show a new method of construction of NOHO graphs with
minimum gossiping time by applying an operation of local interchange on Knodel graphs

([7)-
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Definition 3: The Knddel graph on n > 2 vertices (n even) and of degree A > 1 is denoted
by Wan. The vertices of Wa,, are the pairs (i,7) withi = 1,2 and 0 < 5 <n/2 —1. For
every 7, 0 < j<n/2—1andl=1,... A, there is an edge with the label | between the vertex
(1,4) and (2, (5 + 2" — 1) mod n/2).

From the definition it follows that this graph is connected only if A > 2. We will consider
the Knodel graphs with A = [log, n].

(1] o

1, 4 5 21,4 2% 27,3 2 (1.4 2 (1,4

d o o o

Fig. 4. Gossip graph based on Knoédel graph

In [18] it was shown that the combination of two Knddel graphs with A; = [log,n]|
and Ay = 1 is a complete gossip graph (see Fig. 4). Let us define the operation A; =
{P~(e)|ta(e) < te(l)} as an operation of permutation of all edges that have lower weight
value (or label) then [. After application of A; on Knddel graphs all edges with label 1 will
be permuted(see Fig. 5).

Fig. 5. NOHO graph based on Knddel graph

Lemma 3: The result of application of A5 on complete gossip graph based on Knaodel graph
is @ NOHO gossip graph with minimum gossiping time T = [logy n].

Proof.  Without loss of generality we can consider only the permutation of an edge that
connects vertices (1,0) and (2,0). This edge has two adjacent edges with label 2, hence,
after A5 it will change its position twice. So, after this operation the vertices that connect
this edge are (2,1) and (1,72/2 — 1). These vertices were not connected in our initial graph
(according to the definition of Knddel graph), hence, after A; there will be no duplicate
edges. On the other hand, here we apply an inverse operation of the operation described
in the previous section of case 2. Really, after permutation of this edge the vertices (1,0),
(2,0), (2,1) and (1,n/2 — 1) and edges with labels tg(e1) = 1, tg(es) = 2, ta(es) = 2 and
ta(es) = [log, n] will form a tetragon which is not a cycle. Thus, we exclude the possibility
of existence of cycles after this operation. Hence, after application of A; we obtain a NOHO
graph which is equivalent to our initial complete gossip graph. W
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This methods of local interchange also have some other applications, which allowed us

to investigate many variations of broadcast problem and improve some known parameters
concerning the broadcast schemes, but it is not the subject of this paper.

Acknowledgements

This work was supported by State Committee of Science (SCS) MES RA, in frame of the
research project No SCS 13-1B170. The authors are grateful to Akad. Yu.H. Shoukourian
for important discussions and critical remarks on all stages of the work.

References

[1] B.Baker and R.Shostak, “Gossips and telephones”, Discrete Math., vol. 2, pp. 191-193,

2]
3]

[4]
[5]

(6]

[7]

[19]

1972.

R.T.Bumby, “A problem with telephones”, SIAM J. Alg. Disc. Math., vol. 2, pp. 13-18,
1981.

A. Hajnal, E.C. Milner and E. Szemeredi, “A cure for the telephone disease”, Canad.
Math Bull., vol. 15, pp. 447-450, 1972.

T. Tijdeman, “On a telephone problem”, Nieuw Arch. Wisk., vol. 3, pp. 188-192, 1971.
A. Seress, “Quick gossiping by conference calls”, SIAM J. Disc. Math, vol. 1, pp. 109-
120, 1988.

D.B. West, “Gossiping without duplicate transmissions”, SIAM J. Alg. Disc. Meth.,
vol. 3, pp. 418-419, 1982.

G. Fertin and A. Respaud, “A survey on Knodel graphs”, Discrete Applied Mathematics,
vol. 137(2), pp. 173-195, 2003.

R. Labahn, “Kernels of minimum size gossip schemes”, Discr. Math., vol. 143, pp.
99-139, 1995.

R. Labahn, “Some minimum gossip graphs”, Networks, vol. 23, pp. 333-341, 1993.

G. Fertin and R. Labahn, “Compounding of gossip graphs”, Networks, vol. 36, pp.
126-137, 2000.

A. Bavelas, “Communication pattern in task-oriented groups”, J. Acoust. Soc. Amer.,
vol. 22, pp. 725-730, 1950.

W. Knodel, “New gossips and telephones”, Discr. Math., vol. 13, pp. 95, 1975.

Z. Ho and M. Shigeno, “New bounds on the minimum number of calls in failure-tolerant
Gossiping”, Networks, vol. 53, pp. 35-38, 2009.

K.A. Berman and M. Hawrylycz, “Telephone problems with failures”, SIAM J. Alg.
Disc. Meth., vol. 7, pp. 13-17, 1987.

R.W. Haddad, S. Roy and A.A. Schaffer, “On gossiping with faulty telephone lines”,
SIAM J. Alg. Disc. Meth., vol. 8, pp. 439-445, 1987.

T. Hasunama and H. Nagamochi, “Improved bounds for minimum fault-tolerant gossip
graphs”, LNCS 6986, pp. 203-214, 2011.

R. Ahlswede, L. Gargano, H. S. Haroutunian and L. H. Khachatrian, “Fault-tolerant
minimum broadcast networks”, NETWORKS, vol. 27, pp. 293-307, 1996.

V.H. Hovnanyan, H.E. Nahapetyan, Su. S. Poghosyan and V. S. Poghosyan, “Tighter
upper bounds for the minimum number of calls and rigorous minimal time in fault-
tolerant gossip schemes”, arXiv:1304.5633.

Hedetniemi, Hedetniemi and Listman, “A survey of gossiping and broadcasting in com-
munication networks”, Networks, vol. 18, pp. 319-349, 1988.



12 Method of Local Interchange to Investigate Gossip Problems

[20] D. B. West, “A class of solutions to the Gossip problem”, part I, Disc. Math. vol. 39,
no.3, pp. 307-326, 1982; part II, Disc. Math. vol. 40, no. 1, pp. 87-113, 1982; part III,
Disc. Math., vol 40 2-3, pp. 285-310, 1982.

[21] A. Seress, “Quick Gossiping without duplicate transmissions”, Graphs and Combina-
torics, vol. 2, pp. 363-381, 1986.

[22] P. Fraigniaud, A.L. Liestman, D. Soiteau, ”Open problems”, Parallel Processing Letters,
vol. 34, pp. 507-524, 1993.

Submitted 02.09.2013, accepted 18.10.2013.

Gossip fulinhpGtph httmwagnunudp “Cajwy hnfuwGuliwi«
utipnnh thongny

d. <nybwGjub, U. Mnannuyu L 9. MnnnujwG
Udthnthnid

Uju hnnpjuomu Gwpwopuwo G0 jnywy infuwGuiduw G dtpngp L Gpuw YhpwnnipyniGGtpp
gossip fulnhpGtph htnwgnuiwl hwdwp: Uyju dtpngp hhdGqwo L wmbnuwiinfuly
wybjh daobpp LW wmbnunhnfuly wybih hnppbpp gnponnmipyniGGtph pwqiwyh Yhpwndwb
Ypw, npnlp wpnwwwumytpmd GG dh 7 ququpwlh gossip qpudp by niphph Yypw'
wtnuiimnpubing thwjG Yynnbpp, shnfuting Yynnbph Ghotpp (hwiwwwwnwufuwb quiqtiph
dudwlwyltpp): Oqumugnpobtiny wju vtpnnp’ Knodel qpudltph hhiwl Yypw dhlp
unwghb] tGp vhGhiw dwdwlGuwywihG NOHO gossip qqudltp (ny np tppbkp sh jumd hp
hGpnpiwghw): Unwgdwo dhGhiw) dwdwlGwlyh doqphn wpdtpG £t° 7 = [logn]: Uju
utpnnh dhongny wpyt] £ gossip ujubdwltph thGhiw] wlhpwdbym qubqtiph pwGwyp
pwGwdlh (2n — 4,7 > 4) Lu th Gnp wpmwony:

UccaepoBanue Gossip npoOAeM IIPpU HOMOIIA METOAA
" AOKAABHEIX II€epPEeCTaHOBOK"

B. Osuausan, C. INorocsau u B. I'lorocsn

AnHoTanuys

B sTOlM cTaThe BBeAEH METOA, AOKAABHBIX IEPECTAHOBOK MM WU3YUYEHUS JoSsSip
33Aa4. OTOT METOA OCHOBAH Ha MHOTOKPATHOM IIDUMEHEHUH Ollepaluil [IepecTaBHUTh
boaee cTapiire U IepecTaBUTh MEeHee MAGAIIHEe, KOTOpPble OTOOpa’kaloT OAMH rpad
C N BeplIMHAMU Ha APYTroH, IlepeMellas TOABKO peOpa, He MeHss UX METOK (BpeMs
COOTBETCTBYIOIEro 3BOHKA). Kcmoab3dysa 3ToT MeTop, Ha ocHoBe Knodel rpados,
MBI IIOAYYUAM MHUHUMAaAbHO BpeMeHHble NOHO gossip rpadbel (HUKTO HUKOTAQ HeE
VCABIIIUT CBOKO MH@oOpManuio). TouHOe 3HaueHHWe MOAYYEHHOTO MHUHHUMAABHOTO
Bpemenu T = [logn|]. C HOMOIIBIO 3TOTO METOAQ IOAYYEHO eIlle OAHO HOBOE
AOKa3aTeAbCTBO (POPMYABI (2n — 4,n > 4) AAT MHHHUMAABHOTO HEOOXOAUMOTO
KOAMYECTBA 3BOHKOB JOSSIp CXeM.



