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Abstract

The Shannon cipher system with discrete memoryless sources is considered. The
wiretapper gains the cryptogram through the public noiseless channel and tries to guess
the secret information which is related to the encrypted plaintext. It is assumed that at
each step of sequential guesses the wiretapper has a testing mechanism to identify the
secret message within the given distortion level. The security level of the encryption
system is measured by the guessing rate which is the highest asymptotic exponential
growth rate of the expected number of guesses. The estimations of guessing rate are
obtained.
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1. Introduction

The theoretical secrecy of Shannon‘s model of cipher system (SCS) is traditionally measured
by equivocation [1]. In most of works in this area it is supposed that wiretapper has exactly
one chance to estimate the plaintext. Shannon also gave the idea of practical secrecy, which
is the average amount of work required to break the key. Hellman took one step forward
in practical (or computational) secrecy, proposed to measure the degree of security of the
cipher system in terms of the expected number of key-plaintext combinations needed to
explain the given ciphertext [2]. Merhav and Arikan suggested another security criterion for
the SCS , guessing exponent, which is the highest asymptotic exponential growth rate of the
moment of the number of guesses [3]. The guessing exponent for extended SCS models was
explored in these works: the SCS with correlated source outputs was studied by Hayashi
and Yamamoto [4] and with general sources was studied by Hanawal and Sundaresan [5].
The SCS with distortion and reliability requirements was investigated by Haroutunian and
Ghazaryan [6, 7. We have examined the guessing rate, which is the highest asymptotic
exponential growth rate of the expected number of guesses in models: the SCS with a noisy
channel to the wiretapper [8, 9], the SCS with the correlated source outputs and the noisy
channel [10, 11], the SCS with the distortion and the noisy channel [12, 13].

In this paper we study the combined model of the SCS considered in the papers [6] and
[4]. The cryptographic system depicted in Fig. 1 is the SCS with correlated sources. The
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memoryless source generates mutually correlated messages one of which is secret and the
other must be transmitted to the legitimate receiver via a public channel. The adversary
may gain a transmitted message containing relevant information about a secret message,
therefore, it is desirable to transmit it after ciphering even if it is not secret. The transmitter
encrypts the plaintext using the key generated by the memoryless key source. The key is also
communicated to the decrypter by a special secure channel. After ciphering the cryptogram
is sent over a public channel to a legitimate receiver, who can recover the original plaintext
using the cryptogram and the same key. Not knowing the key, the wiretapper that eavesdrops
on the public channel aims to guess the secret message related to the cryptogram. It is
assumed that the wiretapper knows the source distributions and encryption functions and
tries to reconstruct the source secret message within some given distortion measure and
distortion level.

Guesser X Wiretapper
S X, Y Cipherer Z Decipherer Y | Legitimate
ource
In(Y,U) fg,l(Z7 U) receiver

Key source

Fig. 1. The Shannon cipher system with correlated source outputs.

For an approximative reconstruction of a secret message the wiretapper makes sequential
guesses, each time applying a testing mechanism by which he can learn whether the estimate
is successful or not and stops when the answer is affirmative. Our goal is to estimate the
guessing rate, which characterize the secrecy level of the system.

2. System Model and Definitions

We denote the RV by capital letters, the random vector by bold capital letters, and their
realizations are denoted by lower-case letters, respectively. In the system shown in Fig. 1.
the source and the key-source are stationary and memoryless.

The source is assumed to generate discrete mutually correlated random vectors X and
Y which consist of discrete, independent, identically distributed (i.i.d.) random variables
(RVs) (X1, Xo,..., Xn) and (Y1, Ya, ..., Yy). Xissecret and Y must be sent to a legitimate
receiver. Y has a probability distribution (PD) P* = {P*(y),y € Y} and X has a conditional
PD V* = {V*(z|y),z € X,y € Y} where X and ) are the finite alphabets of source. The
joint PD of the pair (X,Y) is P* o V* = {P* o V*(x,y) = P*(y)V*(z|y),y € Y,z € X'} and
the marginal PD of X is P*V* = {P*V*(z) = > P*(y)V*(z|y),z € X'}.

yey

The key-source generates the random vector U = (Uy, Us, ..., Uk) of K purely random
bits independent of (X,Y). U is used for encryption and also is sent to legitimate receiver
by a special secure channel.

We encrypt only Y using the key U by the encryption function fy : YV x UK — Z*
where Z is the cryptogram alphabet. After ciphering we obtain a random vector Z (may have
variable length depending on N and K') which is sent via a public channel to a legitimate
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receiver. This encryption function is assumed to be convertible providing the given key,
i.e. there exists the decryption function fy': Z* x UK — YV which allows the legitimate
receiver to recover the original Y. The wiretapper gets the cryptogram Z by the public
noiseless channel.

In this task it is allowed for wiretapper to recover the original secret massage with some
acceptable deviation. Denote values of the RV X by the 2 representing the reconstruction by
the wiretapper of the source secret message with values in the finite wiretapper reproduction
alphabet X , in general, different from X.

We consider a single-letter distortion measure between the source and the wiretapper
reproduction messages: d : X x X — [0; 00) . The distortion measure between the vector
x € XY and a wiretapper reproduction vector X € XY is defined as the average of the

component distortions:
N

d(x,%) & N7V d(x,, 2).
n=1
The wiretapper getting the cryptogram z produces some guessing strategy ¢~ =
{X1(z),%X2(2z), - - -} until some vector X is found. We say that the guessing strategy is A-
achievable if there exists some j such that Pr{d(X,%x;(z)) < NA} = 1 (see [14]). Let
G}\f g(X|Z) be a number of guesses needed for the wiretapper to reproduce the X by the
strategy g*.

Definition 1: The key rate Rx of the key source is defined by Rx = N~ 'log2X = K/N.

Definition 2: The A-achievable guessing rate R(P*,V*, Rx, A) of this system is defined by

R(P*,V* Rx,A) = hm sup mf L logE[jSVg(X|Z)]

N—oo fy

where E[GY (X|Z)] is the expectation of vag(X|Z).

We apply the method of types and covering lemma ([15], [16]. The type P of vector y =
(y1,...,yn) € YV isa PD P ={P(y) = N(yly)/N, y € Y}, where N(y|y) is the number of
repetitions of the symbol y among y1,...,yx. The set of vectors y of type P is denoted by
T2 (Y). The set of all PD on Y is denoted by P(Y) and the subset of P()) consisting of
the possible types of sequences y € YV is denoted by Py ().

We denote entropy of RV Y with PD P and, respectively, relative entropy between P
and P* as follows

Y)2 =3 P(y)log P(y

yey
P(y)
D(P||P") Py .
= 3 P)los 5

The joint type of vector y € YV and z € ZM is the PD {M(y, z|y,z)/M, y € Y, z € Z},
where M (y, z|y,z) is the number of occurrences of pair symbols (y, z) in the pair of vectors
(v, 2).

We say that the conditional type of x for the given y is PD V = {V(z]y), x € X, y € V}
if N(y,zly,x) = N(yly)V(z|y) for all y € Y, x € X. The set of all sequences x € X of the
conditional type V for the given y € 7' (Y) is denoted by 77, (X|y) and called the V-shell
of y . Vn(&, P) is the set of all possible V-shells of y of type P .
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For the given PDs P* and P of Y |, conditional PDs V* and V of X for the given Y
conditional entropy of RV X for the given RV Y is defined by

Hpy(X|Y) 2~ 3 PV(2)log V(aly).

yeY,xteX
the relative divergence between joint PDs P oV and P* o V* is defined by

VP o ) 2 V(ly)lo Py)V (z[y)
D(PoV||P*oV*) ye;exp |y)lgP*( el

Let PV = Q = {Q(z),z € X} beaPDon X and W = {W(d | z), z € X, & € X'} be
a conditional PD on X for the given x, then the mutual information between X and X is

defined as
W(i|x)

LQR@W(E | x)

The rate-distortion function for a source with PD () and distortion level A is equal to

Iow(X AX) = ZQ W(z | z)log

R@Q A) = min  Tow(XAX), (1)

where W(Q, A) is a set of conditional PDs W satisfying the following condition

Eo.wd(X,X) ZQ W(z|z)d(z,z) < A.

We will use the following inequalities and covering lemma ([15], [16])

QN (X)] < (N + 1), (2)

VN (X, P)| < (N + 1)PII¥1, (3)

| To% (X |y)| < exp{NHpy (X]Y)}, (4)

P o VT (X, Y)} < exp{—ND(PoV|P* o V*)}. (5)

We write f(N) = o(NN) as N — 0o to mean that A}im f(N)/N = 0.

Lemma 1: For every type Q € Qn(X) and distortion level A there exists a collection of
vectors L(N,Q, A) € XN which covers 157 (X), such that for every vector x € T (X)

min  d(x,X) < NA,
%cL(N,Q,A)

and
log |L(N,Q,A)| = NR(Q,A) + o(N). (6)

We also use the following notations

h(P, V, RK,A) = mlH{R(P,A),HRv(XD/) + RK}7

]’L(P, ‘/,RK) = miH{Hpv(X),Hp7v(X|Y) + RK}

and
h(P, Rk, A) = min{R(P,A), Ri}.
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3. Formulation of Result

In the following theorem the upper and lower bounds for the A-achievable guessing rate are
presented.

Theorem 1: For the given PD P*, conditional PDs V*, and any key rate Ry, the following
estimates are valid:

R(P*7V*7RK7A) < H]%%/X[h(P,VERK,A) - D(PO VHP* © V*)]7
R(P*,V*, Ric, A) > max[h(P, R, A) — D(P|[P*)].

Corollary 1: When the source generate only one message (X =Y ) we arrive at the result
of Haroutunian [7] if the reliability goes to infinity:

R(P*, Ry, A) = max{h(P, Ry, A) = D(P||P")].

Corollary 2: When A =0 we arrive at the result Hayashi and H. Yamamoto [4):

Proof of Theorem

Let the pair of vectors (x,y) be generated by the source having the joint type P oV
((x,y) € Tpy(X,Y)). To build a strategy for the wiretapper, we consider the following two
strategies gV and g¥'.

Strategqy g : The set XV can be represented as the union of vectors of various types

xN= U ).

i=1,2,,| QN (X)|

The wiretapper should reconstruct the vector x by the given distortion level A. The wiretap-
per slights the cryptogram z and into each type @ tries to find some % such that d(x, %) < NA
for every x € 757 (X).

For simplicity of formula writing we shall note only ¢ instead of @;.

We consider a guessing strategy that enumerates the types ) from according to non
decreasing values of the corresponding rate-distortion functions R(Q;,A) : R(1,A) <
R(2,A) < ...

According to the lemma for the fixed ¢ the wiretapper regardless of arrangement choose
such a collection of vectors {X1;,X24,..X; | = 1,2..|L(N,4,A)|} that covers T.V(X). The
vector x belongs to TQN (X) and, therefore, it is clear that in this strategy ¢gi¥ the number of
guesses is bounded with (2) and (6) in the following way

Gy, (Xlz) < > |L(Ni,9)]
:R(i,A)<R(Q,A)
< (N +1)*exp{N(R(Q,A)) +o(N)} (7)

= exp{NR(Q,A)+ o(N)}.
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Strategy g5 : In this sub-strategy the wiretapper wants to find %X exactly (X = x ). X%
can be represented as a family of vectors of various conditional types for each given vector
y € Tp'(Y).

XN = U 7T, IQIVZ- (X|y).

i=1,2,|VN (X, P)]

The wiretapper using all keys on cryptogram z obtains all possible {y;,i = 1,2...25} after
that he tries to guess x assuming conditional entropy for the given vector y; in ascending
order ( Hpy, (X]Y) < Hpy,(X|Y) < --+) tries to guess x. The number of guesses is bounded
with the help of (3) and (4) as follows

Gj‘vgz(A| z) < Z |TP],VV]-(X|Y)|GXP{K}
Vj:Hpy; (X[Y)<Hp v (X|Y)
< (N + 1)*Wexp{NHpy (X|Y)}exp{ N R}
= exp{N(Hpy(X[Y)+ Rg) + o(N)}. (8)

Strategy g5 : Combining the strategies gi and g3’, we define a new g5’ as follows

g3 - (i%axiiéaig )

Then, the number of guesses in the strategy g is not more than twofold the smaller number
of guesses in g and ¢g)¥. We can obtain from (7) and (8)
GY,,(X]z) < 2minfexp{ NR(P, A) + o(N)},
exp{N(Hpy(X|Y)+ Rg) + o(N)}
< exp{Nh(P,V, Ric, A) + o(N)}. (9)

Applying the inequalities (2),(3),(8),(9), the expectation E[GY, (X|Z)] can be bounded in
the following way

E|G fgs(X|Z <ZeXp{ ND(POVHP*OV*)}Gng( X|z)

(N + DVI¥H* exp{—ND(P o V||P* o V*)}GY,, (X|2)
<exp{N(h(P,V,Rg,A) — D(P o V||P* o V*)) 4+ o(N)}. (10)

Since our strategy is valid for any function fy, from the inequality (10) we obtain the
upper bound for the guessing rate

R(P*,V*,Rk,A) = hm suplnf—log E[G (X|Z)]
N—o0 N gn N
1
< hm sup Nlog E[GfgS(X|Z)]
< max(h(P V,Ri,A) — D(P o V|[P* 0 V*)).

It is obvious that the lower bound for R(P*, Rx,A) ([7]) is also a lower bound for
R(P*,V* Ry,A)

R(P*,V*, Rk, A) > max|[h(P, Ri, A) — D(P||P*)].

P

Theorem is proved.
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SpJwo tinnudiny hwpwpbpuwljguo hwunnpnuagnpnip niGGtpny
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qunuwytininionnh wnjwjnipjudp

S. Uwpqupyu
Udthnthnid

Shunwpyytp © hwpwptpulgwo hwnnppugpmpniGGbipny ChlnGyuli owoljugpiwl
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Jupnn £ hdwGwy, pt wpynp, gnipuyud hwunnpnugpnipyniip pujwpuwpnid £ mpjuo
2tiniwlp: Swolugniwl hwiwjunpgh qunubGhnipjul wumhdwlp suhynd & gniywliwb
wnwqgmpjuwip, npp gnwynuiltph pwliwyh vywubih witwdto wuhdwyumnunhy gmghsG
L: Gwhwwnyb] £ qunulwiunnh gnipwljiwl wpugnipyniln:

IIleHHOHOBCKAasI CEKpeTHAasA CUCTeMa C KOPPEAUPOBAHHEIMU
COOOIIeHUSIMU UCTOYHUKA C 3aAQHHBEIM
HCKaXK€HUEM U YyraAbIBaIOIIUM HApYIIUTEAEM

T. Maprapsu

AnHoTanuys

B cTaThe paccMaTpHBaeTcCs IIEHHOHOBCKAasl CeKpeTHas CHCTeMa C AUCKPETHBIMU
WCTOYHUKAMU 0Oe3 maMsaTh. HapylmmTeAb IOAyYaeT KPHUITOTPAMMYy U CTPEMUTCS
yrapaTh CEKpeTHyI0 MH(MOPMAIHIO, CBSI3aHHYIO C 3alIN(pPOBAHHBEIM COOOIIEHUEM.
[lpeapnonaraTecsi, 4YTO Ha Ka’KAOM IIary HaApPYIIUTEAb BAAAEET TeCTHUPYIOUIUM
MEeXaHU3MOM, UCXOAS 3 KOTOPOTO OH MOKET y3HaTh YAOBAETBOPSIET AW KPUIITOTpaMMa
AQHHOMY HCKa’KeHHIO. YpoBeHb CEKPETHOCTH KPUNTOTPAaPUIECKON CHUCTEMBI
M3MepseTCs CKOPOCTBIO YTaABIBAHUS, KOTOPAS ONIPEAEASETCS HauOOABIITUM aCUMTOTH-
JeCKUM ITOKa3aTereM MaTeMaTHIeCKOTO OJKHAQHWS UYUCAA YTaAbIBAHUM HapYIINTEAS.
O1rieHeHa CKOPOCTH YTaABIBAHUST HaPYIITUTEAS.



