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Abstract

This paper presents the approach for extracting the minutiae features from palm-
vein images that can be useful for biometric purposes. In this paper we will show how
the extraction of palm-vein features can be made efficiently and accurately using this
approach, particularly, how problems of potential deformations, rotational and
translational changes are accommodated by this approach. As minutiae features
extracted from palm-veins, bifurcation and ending points are chosen. Analysis of a
database shows that there are 25 minutiae features in each palm-vein image. The
experimental results show that the quantity of minutiae features in each vein pattern is
enough to perform the personal identification task.
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1. Introduction

Palm vein human identification technology is based on pictures of palms that are made by
infrared cameras. Vein pattern is formed because hemoglobin absorbs infrared radiation. As a
result, the reflectance is reduced and the veins are visible as black lines. The vein pattern is a
network of vessels underneath human skin. Like fingerprints, it is considered that the location of
vein patterns in the same part of palm is distinct for each person. Taking this fact into
consideration and the facts that vein patterns are stable over a long period of time and, what is
more important, are invisible to the human eyes (what makes it harder, if not impossible, to copy
these features), vein patterns can be considered as very useful biometric features for human
identification problem. There are four processing steps to extract the final features: Palm-Vein
database acquisition, Image Enhancement, Vein Pattern extraction and Feature Extraction
(Fig.1). During the image acquisition stage, CASIA Multi-Spectral Palmprint Image Database
V1.0 (CASIA database) is used. This CASIA database has been acquired using a contactless
imaging device and has images from 100 users. Six images were acquired from each user and
these images were acquired in two different data acquisition sessions (three images in each
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session) with a minimum interval of one month. Since palm veins are most visible under 850 nm
wavelength illuminations, only the images under these wavelength illuminations are chosen. In
this paper an approach of image enhancement, vein pattern extraction and features extraction is
presented. The rest of the paper is organized in the following manner. In Section 2 the problems
that arise during preprocessing of infrared images and the methods to solve these problems are
discussed. This includes ROI (region of interest) selection, image quality enhancement and
segmentation of vein pattern. In section 3 feature extraction problem is discussed and the method
used to solve this problem isdescribed. In section 4 some experimental results are introduced.
Finally, in section 5, conclusions are given with some discussions.

ROI selection Vein
CASIA ) Image Pattern Feature
DB enhancement Extraction Extraction
Enhanced
images
Unprocessed images Vein Feature Extraction

Fig .1 Feature Extraction Steps.

2. Preprocessing Methods of Infrared Images
2.1 Region of Interest Extraction

At this step our purpose is to segment the rectangular region in hand images that defines the
region of interest (ROI) which contains the main vein pattern on the palm. The main problem
that arises during the process of ROI segmentation is how automatically to normalize the image
in such a way that potential deformations, rotational and translational changes, caused by
interactions of user with the device (NIR camera), can be minimized. To solve this problem it is
necessary to create a coordinate system that is invariant to each of variations mentioned above. It
is a good idea to associate the ROI with palm itself, so the two reference points are chosen for
building such a coordinate system: the web between the index finger and middle finger together
with the web between the ring finger and the little finger (Fig. 2(c)). To locate the ROI the
contour of the hand is extracted using any of the filters suitable for this purpose, like Sobel,
Canny, Prewitt or Roberts filters (Fig. 2(a)). Then the mid-point of the hand is defined and the
distance between each point on hand contour and mid-point is calculated. Reference points can
be found according to distance profile based on information about these distances (Fig. 2(b)).
Having reference points P, and P, the rectangular region of interest can be defined as follows:

Lp1pz = Lp1p2 * @, Where Ly,,,,— a distance between P; and P, and a is defined experimentally
from database of acquired images. Our experiments show that the common value of a is 1.36.

(Fig. 2(d)).
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Fig. 2. ROl extraction. (a) Image after edge detection using Sobel Filter. (b) Distance profile between the
mid-point and contour points. (c) Valley points detecting. (d) Final ROI.

2.2 Image Enhancement

Images in our database are under near-infrared illumination, which affects on their quality.
Particularly, they appear darker with low contrast and need to be adjusted. For this purpose a
5 x5 median filter is used to remove the speckling noise from the image. Median filtering is a
standard procedure for denoising of images. The main idea behind it is to run through the image
pixel by pixel, replacing each pixel with the median of neighboring pixels. To solve the problem
with high frequency noise 10 x 10 Wiener filter is used. For image | by estimating local mean
and variance in M x N window around each pixel, the Wiener filter can be defined as follows:
Wiener(i,j) = p+ Z==(1G,)) - ), (1)

o2

where
p= BN ENIG),

o2 = ﬁZﬂ" YYU@,)* —p?)and v? is the average of all the variances.

After removing the high frequency noise the last noise removal filter is used: anisotropic
diffusion filter. We use this filter to preserve the edges of vein pattern that should be extracted.
Anisotropic diffusion is a technique aiming at reducing the image noise without removing
significant parts of the image content, typically the details that are important for the
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interpretation of the image. Anisotropic diffusion resembles the process that creates a scale
space, where an image generates a parameterized family of successively more and more blurred
images based on a diffusion process. Each of the resulting images in this family is given as
a convolution between the image and a 2D isotropic Gaussian filter, where the width of the filter
increases  with  the  parameter. This diffusion process is alinear and space-
invariant transformation of the original image. Anisotropic diffusion is a generalization of this
diffusion process: it produces a family of parameterized images, but each resulting image is a
combination between the original image and a filter that depends on the local content of the
original image. As a consequence, anisotropic diffusion is anon-linear and space-
variant transformation of the original image.

Formally, let Q c R? denote a subset of the plane and I(.,t): Q — R be a family of gray scale
images, then the anisotropic diffusion is defined as follows:

% = div(c(x,y,)VI) = VeVl + c(x,y, t)4l, (2)

where A denotes the Laplacian, V denotes the gradient, div(...) is the divergence operator
and c(x,y,t) is the diffusion coefficient. c(x,y,t) controls the rate of diffusion and is usually chosen
as a function of the image gradient so as to preserve edges in the image. As a diffusion
coefficient we used the function:

I
eI = e &,

where the constant K controls the sensitivity to edges and its value is chosen experimentally
equal to 20.

Finally, to adjust the contrast of the images, simple histogram equalization is used.
Fig.3 shows the extracted ROI image after median, wiener and anisotropic diffusion filter and
after image enhancement with histogram equalization. It can be seen that the quality of the image
has been improved significantly.

@ | |

()

Fig. 3. llustration of image enhancement: (a) original ROl images, (b) correspondingly enhanced ROI images of (a).
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2.3 Segmentation of Vein Pattern
A. Multiscale vessel enhancement

By observing our database we found that multiscale vessel enhancement scheme proposed in [1]
can be used to segment a vein pattern. Thus, in this approach a vessel enhancement is conceived
as a filtering process that searches for geometrical structures which can be regarded as tubular.
Since vessels appear in different sizes it is important to introduce a measurement scale which
varies within a certain range. To analyze the local behavior of an image L the Taylor expansion
in the neighborhood of a point x, is considered.

L (xo + Axy,s) = L(xg,8) + Ax{V,s + Ax{H, sAx. (3)
This expansion approximates the structure of the image up to second order. V,sand H,s are the

gradient vector and Hessian matrix of the image computed in X, at scale s. The differentiation
here is defined as a convolution with the derivatives of the Gaussian functions:

:—XL(X, s) = sYL(x) * aa—xG(x, s), 4

where the D-dimensional Gaussian function at scales s is defined as follows:

2
=l
e 2s2

Gx,s) = p— : (®)
and * is the convolution operator. The parameter y was introduced by Lindeberg [2] to define a
family of normalized derivatives. For our purpose it is set equal to 1.
The idea behind the eigenvalue analysis of the Hessian is to extract the principal directions in
which the local second order structure of the image can be decomposed. Since this directly gives
the direction of smallest curvature (along the vessel) the application of several filters in multiple
orientations is avoided.
Let A;denote the eigenvalue corresponding to the k-th normalized eigenvector ug,of the
Hessian H,, ;, all computed at scale s. From the definition of eigenvalues:

Ho,sus,k = As,kus,k' (6)
and it follows that:
uz,kHo.sus,k = As,k- (7)

Let A, denote the eigenvalue with the k-th smallest magnitude (|1;| < |A,]| < -++). In particular, a
pixel belonging to a vessel region will be signaled by A;being small (ideally zero): A; =
0 and|4,| « |4,]. Two local characteristics of image can be measured by analyzing the above
two equations. First, the norm of the eigenvalues will be small at the location where no structure
information is shown since the contrast difference is low, and it will become larger when the
region occupies a higher contrast since at least one of the eigenvalues will be large. Second, the
ratio between |4,| and |1,| will be large when the blob-like structure appears in the local area,
and will be very close to zero when the structure shown is line-like. Mathematically, the two
measures are represented as follows:
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Ly = /Zisp 22, (8)

L= & (9)

where Lg and L; are measurement scales mentioned above and D is the dimension of the image.
For 2D images the proposed local vesselness measure of position x,in scale s will have the
following form:

0,ifA, >0,

Vos = e_% (1 - e_%). (10)

The vesselness measure in Equation (10) is analyzed at different scales s. The response of the
line filter will be maximum at a scale that approximately matches the size of the vessel to detect.
The vesselness measure provided by the filter response at different scales is integrated to obtain a
final estimate of vesselness:

vo (0) = maXg . <s<smax V0 (s, ), (11)

where s,,;, and s,,4, are the maximum and minimum scales at which relevant structures are
expected to be found. They can be chosen so that they will cover the range of vessel widths.
Experimentally we find out that for our purpose it is enough to take a equal to 0.5 and S equal to
8. Fig. 4 shows enhanced ROI images and corresponded images after multiscale vessel
enhancement.

(b)
Fig. 4. lllustration of image multiscale vessel enhancement: (a) enhanced ROI images, (b)
correspondingly ROI images after multiscale vessel filter.

B. Local thresholding with global reduction
As it can be seen from Fig. 4, the quality of images improves after the noise reduction and
enhancement, however there is still many faint white regions near the vein pattern. To obtain a
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better representation of a vein pattern, it is necessary to separate the vein pattern from the
background. Since the global thresholding techniques alone do not provide satisfactory results
local thresholding with global reduction (LTGR) is used. LTGR is an adaptive algorithm that
combines both local and global thresholding. The algorithm chooses different threshold values
for every pixel in the image based on the values of its surrounding neighbors. Mathematically it
can be expressed as follows:

LifImage(i,j) = p;j — T,

12
0, otherwise, (12)

BinarizedImage(i,j) = {

where y; ; is the mean value for (i, ) pixel’s N X N neighborhood and T is a common offset for
all the pixels. Parameters N and T are found experimentally equal to 10 and 6, correspondingly.
Fig. 5 illustrates the final extracted vein pattern after LTGR. It can be noticed that the true vein
structures are quite well preserved in the resulting binarized image.

(b)
Fig. 5. lllustration of vein pattern extraction after LTGR algorithm: (a) ROl images after multiscale vessel
enhancement, (b) ROI images after LTGR algorithm is used.

3. Minutiae Feature Extraction

3.1 Skeletonization

To obtain minutiae features from binarized vein pattern the skeleton representation of it firstly
should be obtained. Any of skeletonization algorithms can be used for this purpose. We use a
thinning algorithm proposed in [3]. Fig. 6 shows the skeleton of vein patterns extracted from the
images from a previous step. As it can be seen from Fig. 6, vein patterns are now well
preserved.
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Fig. 6. ROI images after thinning algorithm.

3.2 Extraction of Minutiae Points

The vein pattern can be well represented by a number of critical points referred as minutiae
points. The branching points and the ending points in the vein pattern skeleton image are the two
types of critical points to be extracted. Ending points here are mainly ending points of vein
skeleton curves that placed at the edge of ROI and resulted from the cropping of hand image
while obtaining ROI. Although these ending points are not real ending points of vein on palm,
they are taken because they contain geometrical information about the shape of the skeletons of
the vein pattern. As for bifurcation points, they are the junction points of three curves. Fig. 7
illustrates some of bifurcation and ending points on vein pattern’s skeleton representation.

Fig. 7. Some of bifurcation points are marked by red circle

To obtain the junction points the method used in [4] is taken. We run a pixel-wise operation for
3 X 3 region:

PL [P2 |P3
P8 [PO | P4
P7 | P6 | P5
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and define the number of transition between 0 and 1 (and vice versa) from P; to Py as follows:
Nirans = Z?:l |Pis1 — Pil, where Py = P,

. (ending point,if Py = 1 and N¢pgns = 2,
Then Py is {branch point,if Py = 1 and Nypgqpns = 6.

Fig. 8 illustrates the extracted bifurcation and ending points after merging these two sets of

points for one of the extracted palm vein pattern’s skeleton.These minutiae points are widely
used as a feature to match pair of palm veins, so to identify a person, too.

~ P

N
= |

Fig. 8. Union of sets of bifurcation and ending points for some vein pattern’s skeleton.

4. Experimental Results

Different techniques can be used to compare the similarity of extracted minutiae points for two
different persons. For our purpose we used the modified Hausdorff distance, proposed in [5]. For
two point sets A and B, the modified Hausdorff distance (MHD) can be defined as follows:

h(4,B) = S, miny cp I a;— by |, (13)

where N is the number of points in A.
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Fig. 9. Error rate curves for minutiae recognition using MHD.
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Fig. 9 shows False Acceptance Rate and False Rejection Rate curves from which it can be seen
MHD algorithm achieves approximately 1% equal error rate (EER), when the threshold value
was set equal to 11, which is quite good for this kind of systems.

5. Conclusion

In this paper we have attempted to present the approach and some experimental results to show
how problems that arise during hand palm segmentation, ROl image enhancement, palm vein
extraction and minutiae feature extraction can be solved efficiently and quickly. We proposed
different techniques of image enhancement including some morphological techniques. After each
step of preprocessing, as it can be seen, the images are enhanced significantly. Experiments on
CASIA database show that we can extract on average 25 minutiae points from each vein pattern,
including 10 bifurcation points and 15 ending points on average for each vein pattern. This
quantity of minutiae point is quite enough for the purpose of human identification. Since the
database is big enough (6 hand image for each of 100 persons) it can be argued according to our
experiments that these minutiae features are discriminating features in the hand vein images.
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N3Biaeyenre MUHYUMH BeH JAA0HU JJI PACIIO3HABAHUSA JIIOJAEH

C. YunemsH, A. Jlxusans u I'. XavaTpsH.
AHHOTANUA

B sr0ii craThe mpeacTaBieH crocod M3BIEYEHHS MHUHYLUH W3 HM300paKeHUs BEH JIaJIOHH,
KOTOpBIE MOTYT OBITh IOJIE3HBIMU IIPU PEIICHUN OMOMETPUYECKHX 3ajad. Takxke OblIO MOKa3aHO
KaK BBIJICJICHUE XapaKTEPUCTHK U3 BEH JIAJJOHU MOXET OBbITh IPOU3BEICHO Y3PPEKTUBHO U TOYHO
IpY TOMOIIM HAIIET0 METO0Jla, B YACTHOCTH, KakK MPOOJIEMBI, CBSI3aHHBIE C MOTEHIIHAIBLHBIMU
UCKQKEHUSIMHM, a TaKXKe C BpALICHUSAMU H300pa’ke€HHs, MOTYT OBITh pPELIEHbl ONUCAHHBIM
crocoboM. B kauecTBe XapaKTEpUCTHK, U3BJIEKAEMbIX M3 BEH JIAJJOHU, ObUIM BHIOPAHBI TOYKH
BETBJICHUS M KpaeBble TOUKU. AHaiau3 0a3zbl M300pakeHUH MOKa3ajl, YyTo Kaxa0e U300pakeHue
BEH JIAJIOHH COACPKHUT OKoio 25 wmunHyuuid. Ilo pesynbraraM -SKCIIEPUMEHTOB MOXHO
3aKJIFOYUTh, YTO KOJIMYECTBO MUHYLIUN JJI KaXI0M CETKHM BEH OCTATOYHO VISl PEIEHUs 3ahad
NePCOHAIBHON UICHTU(DUKAIUH.



