Mathematical Problems of Computer Science 44, 145--153, 2015.

Application of Multivariate Statistical Analysis in Process
Control

Tigran Z. Khachikyan and Sahak M. Narimanyan

Yerevan State University
Department of Probability Theory and Mathematical Statistics
e-mail: tkhach@inbox.ru, sahakn@yandex.ru

Abstract

Due to significant increase of information systems and its intensive usage in our
everyday life, several problems like automatic identification of system faults, finding
times of drastic change in stochastic characteristics as well as locating those
characteristics, which “went out of control” need to be addressed. To solve these
problems, we propose an algorithm based on multivariate statistical analysis. The
algorithm is implemented with the R software environment and tested on custom
metrics for Vesta server and other groups of random metrics.
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1. Introduction

Due to significant increase of information systems and its intensive usage in our everyday life,
several problems like automatic identification of system faults, finding times of drastic change in
stochastic characteristics as well as locating those characteristics, which “went out of control”
need to be addressed. The normal process is usually conditioned by some characteristics, which
may correlate with each other. In that case, analysis of individual characteristics may lead to
significant errors due to different confidence intervals as well as impossibility of identification of
joint level of significance. We used principal component analysis (PCA), Hotelling’s criteria
based on T? statistics, which is known to be uniformly the most powerful test (the null
hypothesis for a vector of average values) in the class of all randomized tests invariant to
transformations of similarity, to solve this problem. We also used Q -statistics for the residual

matrix of dataset after PCA prediction.

2. Method
Let X :(Xl, Xoyos Xm) be a multivariate random variable, individual components of which

characterize the state of a system having joint normal probability density function
145
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x = (X1, X, ..., X ), Where u a vector of average values, X is a covariance matrix. To test the
hypothesis H, : ¢ = 14, in multivariate case, let us use the Hotelling’s T statistics ([1])

T
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TE=n(X —sp) $THX — ).
where N n>m isasample size, S is a sample estimate of covariance matrix X _Xis a mean

vector of X We will find values of T ? statistics for each instant time ¢ (t=1,2,..).
For this, we take historical data of fixed sample size n before time t, and shifting time
t forward, while keeping the sample size unchanged. We will denote these values of

T ?statistics as Tt2- If the covariance matrix X~ is known, then the T 2 statistics has a

distribution ;(2 and TCZr = q;(mz(l— a), where q;(mz(l—a) is the quantile of}(m2 distribution
with significance level « . And when the covariance matrix X is unknown, the upper critical
value of T statistics is calculated as

Tczr :wqf l-a,mn-m),

where(f is the quantile of Fisher’s distribution with parameters (m,n—-m), «is a
significance level.

The T ?statistics has a probability density function
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We will consider that the studied system operates normally, when T.> <T?.

The method of PC ([2]) is one of the ways to reduce the size of datasets, while losing
minimum amount of information. For our system and in case of multivariate random variable,
we need to construct such an orthogonal coordinate system to transform correlated variables
into new uncorrelated variables. Sample divergence in relation to principal components is
organized in decreasing order. We take so many principal components that the summarized
sample divergence of PC is comprising 95% of the total divergence. Using this method, we get
a loading matrix and a score matrix. The values of these new variables form the factor scores,
and these scores can be interpreted geometrically as the projections of the observations onto the
principal components. The loadings are simply the coordinates of original variables in the
principal components space. The loading matrix P has dimensions (m x k), wherem is a space

dimension and Kis the quantity of principal components. The scoring matrix T has
dimensions (n x k), where n is the sample size, k - the number of principal components. The

x> 0.

f(x) =

residual matrix is R = X —TP! where X is the dataset matrix, X =(X1, X2,..., Xm) - Using the
method of principal components we decrease dataset space dimension and hence, lose some



T. Khachikyan and S. Narimanyan 147

information. In order to estimate the influence of other parameters on our system, let us
consider @ -statistics for the residual matrix introduced by Jackson ([2]).
The @ —statistics is the following@ = r*r, where I is the vector-column of the residual

matrix R . The upper critical value of Q statistics is

1
0..-6, [cahg.\,-ﬁ_k Ezhﬂ{zﬂ_lj n 1].‘&:’
8, 82
where
m.o 26,06,
0=> A, i=123hy=1-—13
j=k+1 30,

Here C,, is a quantile of standard normal distribution with significance level 1- ¢ and ij are

eigenvalues of sample covariance matrix S .
3. Implementation

1) Let .ty be the arrival times of dataset, and t; —t;_, =const. Let Abe the
length of the interval for historical data. We will investigate the data matrix in the
time interval [tk - A,tk], k=0,1,..

2) Attime t,, we remove those variables from the data matrix, which are constant (do
not change over that time interval). The resulting matrix represents a multivariate data

sample at time t,. We can normalize this matrix then.

3) We can employ PC method and as a result can find those components, which provide
95% of total divergence, score matrix, loading matrix, and residual matrix.

4) We can calculate the T statistics at timet, and T2 at time t,. Then we calculate
both @ statistics and @, attime t,.If T? <T2and Q <Q,, , then our system

functions normally. Otherwise, if T* >TZ2or Q = Q,, the null-hypothesis is declined

and it is assumed that the system “went out of control”, i.e., malfunctioning occurred.
An automatic alert messaging to system administrators can be organized to take
measures.

5) Calculation of weights for individual parameters in T %and Q statistics takes place.
Those parameters, which have significant weight, can be considered as cause for both the T 2

and Q statistics to go out of control. For the next time t;, we go back to point 1) and start over
and again.

4. Computerized and Real-life Example

In the real-life example below, the system monitors 16 different parameters of VESTA system
working on real multivariate data. Implementation of the suggested algorithm and using PC
method, the following results are obtained.
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5. Conclusion

Principal component analysis (PCA) is the most popular multivariate statistical technique and it
is used by almost all scientific disciplines. PCA method can be successfully applied to provide
solutions for many IT-related problems like automatic identification of system faults, finding
times of drastic change in stochastic characteristics as well as locating those characteristics,
which “went out of control”. A particular problem for system administrators is to monitor
performance of custom metrics due to both absence of relevant thresholds and quantity of such
metrics, which in some situations can be significant. The suggested algorithm used principal

component analysis (PCA), Hotelling’s criteria based on T? statistics, which is known to be
uniformly the most powerful test (the null hypothesis for a vector of average values) in the class
of all randomized tests invariant to transformations of similarity, to solve this problem. Q -

statistics is also used for the residual matrix of dataset after PCA prediction. The algorithm is
applied to real-life situation with VESTA system monitoring 16 different parameters on real
multivariate data. The algorithm enables system administrators to identify event times when the
system “went out of control” as well as to locate the “problematic” parameters causing such
problems. Automatic alert messaging and control mechanism can be organized to warn system
administrators to take measures.
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hwdwnp:

IIpyuMeHeHEe MHOTOMEPHOTO CTATUCTHYECKOT0 AHAIN3A
JJ151 KOHTPOJISI MPOLECCOB

T. Xauuksn u C. Hapumansix
AnHOTanusa

B cBs13u co 3HaUUTENbHBIM YBETUYEHHEM HH()OPMALIMOHHBIX CUCTEM U UX MHTEHCHUBHBIM
UCIOJIb30BAaHUM B Halllel MOBCEIHEBHON JKU3HU, BO3HHUKAIOT IMPOOJIEMBI, TaKHe Kak
aBTOMaTHyeckass HIEeHTU(UKALKS HEHUCIPAaBHOCTEH CHUCTEMBl, HAXOXXICHHE BPEMEH
PE3KOTO MU3MEHEHHUS  CTOXAaCTHYECKHUX  XapaKTePUCTUK, a TaKKe ONpelesIeHuEe TeX
XapaKTepUCTHK, KOTOPbIE 'BBIIUIM W3-10JA KOHTpois". Jlns pemieHus Takux 3ajad, MBI
MpeaJiaraéM aJIropuT™M OCHOBAaHHBIH HAa MHOTOMEPHOM CTaTUCTUYECKOM aHaIHU3e.
AJTOpUTM peasiu30BaH B cpele MpOorpaMMHUpOBaHUs R M TecTupoBaH Ha CiydyalHBIX
METpHUKax cepBepa Becta u B Apyrux rpymmnax ciy4yailHbIX METPHK.



