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Abstract

This article is devoted to the development of new effective methods for solving
optimal resource allocation problems. The simulated annealing and genetic methods of
digital optimization are widely used for solving these kinds of problems. Though these
methods approach to the optimal solution of the problem, as usual, a long period of time
is required for obtaining the exact solution. This article offers to combine the simulated
annealing method with the modification of downhill simplex method to increase the
convergence of the optimization method.
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1. Introduction

The optimal usage of industrial, technological, financial and other resources is one of the
important preconditions for further development of the society. The equal allocation of resources
during the period of their usage is a special kind of optimal resource distribution. These kinds of
problems arise during the parallel implementation of many industrial and technological processes
as well as in the fields of construction engineering, financial investments, labor force distribution
and so on. In such fields it is often required to work with stable number of employees, provide
equal funding in a certain period of time, etc. Usually these are the problems of digital
optimization.

According to the analysis of the recent scientific articles, researchers give preference to the
meta-heuristic methods, particularly to the genetic, simulated annealing and other methods to
solve these kinds of problems [1, 2]. These methods approach to the surroundings of global
minimum, however, they require a great number of iterations for obtaining the exact global
minimum of the objective function [3, 4]. That is why many researchers are satisfied with
finding an approximate solution of optimization problems. So, it is necessary to develop new
high performed and efficient methods and algorithms to find optimal solutions to the problems of
equal distribution of resources. In this article the modification of downhill simplex method is
combined with the simulated annealing method to speed up the search process for finding the
optimal solution to these problems.
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2. Simulated Annealing Method

The simulated annealing method is a meta-heuristic method used for finding the minimal value
of the given objective function f(x), where x € R™. The method allows to approach the global
minimum of the given function in conditions of presence of several local minima. This method is
based on crystallization processes of slow freezing thermodynamic systems, such as metals [5].
During the gradual decrease of temperature, the thermodynamic system shifts from the higher
energy state to the lower energy state and comes to more stable structure. Sometimes the system
shifts towards the greater energy state, the result of which is more unstable metal structure. Then
the system changes its energy state again and comes to more stable condition.

By the analogy of thermodynamic systems, the simulated annealing method does not
permanently move towards the reduction of objective function values during the minimization
process. The method sometimes allows moving to the direction of increment of the function
values, depending on some probability. To determine the optimal value of objective function
f (%) the following steps are done by this method. At first point x,,- € R™ is randomly selected
from the search space of function f(x) and then initial temperature T is determined. Then the
temperature T is gradually decreased while it is higher than the already given temperature
Tpnin > 0.

For each value of temperature T the following cycle is performed.

The new point x,,.,, € R™ is chosen from the search space of the objective function. Then
Af = f(Xpew) — f (X oy difference is determined.

1. When Af < 0, in sense of minimization, the new value of function f(x) is “better” than
the current value. In this case the new point x,,.,, is definitely accepted as the current point of the
search space of the objective function.

2. When Af > 0, the objective function worsens its value on the new point. In this case the
new point x,,,,, is accepted by probability p = e2//kT despite of the fact that the function takes
higher value on that point (k is the constant of Boltzmann). This step allows to observe wider
areas.

In the end the point is displayed on which the objective function takes minimal value.

Simulated Annealing Algorithm (Algorithm 1)
A. Initialization

Step 1.1. Generate a random point x,,- € R™ from the search space of the objective function
f(x), x € R". Choose X, as the best point. Assign the point X, to the point Xx,,¢, Xope =

xcur-

Step 1.2. Select the minimal temperature T,,,;;, > 0, the initial temperature T > 0 and the value
of parameter h € (0; 1). In [3] the following values are given: Ty,;,, = 107%, T = %
0.95.

)

B. Main Cycle

While T > Ty, repeat steps 2.1-2.5.
Step 2.1. Generate the new random point x,.,, € R™ from the search space of the function
f 0.
Step 2.2. Determine the difference of values of the function £ (x) on points x,,.,, and X,

Af = f(Xnew) — f Kcur)

Step 2.3. If Af < 0, accept the point x,,.,, as a current point of the search space, X *= Xnew-
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Moreover, if f(Xpew) < f (E,,pt), accept the point x,,,, as the optimum point of that
MOMent. X,p; := Xpew. GO to step 2.5.
Step 2.4. If Af > 0, decide whether to accept the new worse point as a current point of the
search space or not depending on some probability. Do steps 2.4.1-2.4.3.
2.4.1. Generate the random number r € [0; 1].

Af
2.4.2. Calculate p = e« probability, where k = 1.380650524 = 10723,
2.4.3. If r < p, accept x ., @S a current point, Xy, = Xnpew-

Step 2.5. T:= h-T (Decrease the current temperature of the system).

C. Final Stage

Step 3.1. Display the vector x,p,, and the value f (Eopt) as the best value of the objective
function. Terminate.

In this case there is a high probability that the point x,,, is quite close to the global minimum of
the objective function. It is necessary to take higher initial temperature T, and lower T,,;, in
order to get exact results. This step significantly increases the number of calculations. To
overcome this disadvantage, the simulated annealing method is combined with downhill simplex
method in [3]. In this article the simulated annealing method is combined with the modification
of downhill simplex method in order to increase the convergence of the proposed method.

3. The Modification of Downhill Simplex Method

The downhill simplex method is a method of local optimization for finding minimal value of
non-linear objective function f(x), where x € R™. The method is initially proposed by Nelder
and Mead [6]. Simplex is a convex set with n+1 vertices in n-dimensional space. At first, the
regular simplex S={x;} is constructed in the search space of the objective function, x; € R", i =

1,n 4+ 1. Then, the center x. of simplex S is determined, by formula x, = %Z?ﬂfi. The center

X is disposed equally from the first n vertices in the initial method. The x,,, 1 vertex of simplex
is replaced with the point which decreases the value of the objective function and belongs to the
line connecting x. and X, 1.

The suggested modification is based on the idea of weighting coefficients. In this case, the
search process of the minimum value of the objective function occurs towards the direction in
which the values of the given function decrease at high speed. In this case the weighted center x..
of simplex is deteremined by formula X, = 1,;X; + 1,X, + - + 1,,X,, , where 2, A, = 1, A; >
0,i=1,n.

It’s proposed to choose such values for coefficients A; which will make the weighted center
X, tilt to the vertex of simplex, towards which the function values decrease at high speed. Then,
the vertex x,,1 is replaced with the point which decreases the value of objective function and
belongs to the line connecting the points X, and X,,.;. The detailed description of the suggested
modification of the downhill simplex method is given in the publication [7].
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Modified Downhill Simplex Algorithm (Algorithm 2)
A. Initialization

Step 1.1. Generate the random point x; € R" from the search space of the objective function

f .
Step 1.2. Around the point x4, construct the regular simplex S={x;},i = 1,n + 1 with the given
rib h>0. Choose the sufficiently small number ¢ > 0, for example e = 1078,

B. Main Cycle

While |f (®r1) — f (@] > € 0F p(Fy, Bnag) = J27=1<xn+1,,- —x1,/)? > £, the steps 2-7
are done, otherwise the step 8 is done.

Step 2. The vertices of the simplex are sorted to meet condition f(x;) < f(Xy) < --- <

f(7n+1)-
Step 3. Determine the coefficients w; = (f(Xps1) — F(X)) / p(Xns1, %), Where p(Xpiq,

X)) = \/Z}’zl(anJ — x; ;)% is the distance between vertices X1 and X; = (X;1,X;2, -, Xin) €
R™, where y; shows the relative change of function f(x) on the vertices x,,,1 and x;, i = 1,n.

Step 4. Determine new coefficients 4; by normalizing weighted coefficients p;, i = 1,n. Choose
A =pi/p, i =1,n,where up = X" p;. Coefficients A; meet the condition )/, 4; = 1.
Step 5. Determine the weighted center of simplex by formula X, = ;X1 + 1,X; + -+ + 1, X,,.

Step 6. A new point, which decreases the value of the objective function f(x), is being searched
onthe line I, = (X, + a (X, — Xp+1)}-

Step 6.1. For this purpose, on the line [, the points X,, X,, X,, Xi. are observed, corresponding to
the values {1; 2; 0.5; -0.5} of a.

Step 6.2. For the mentioned points the following condition is checked by order: if on the new
point the value of the function f(x) is lower, than on x,,,1 point, replace vertex x,,, of the
simplex with that point, go back to the step 2. If there is no replacement move to the step 7.

Step 7. Shrink the simplex to the vertex x; by formula x; = x; + o(x; — X1), i=2,...,n+1, 0 =
0.5.

C. Final Stage
Step 8. Display the vector x; and the optimal value f(x,). End the algorithm.

4. The Proposed Combined Algorithm (algorithm 3)

In order to reach the neighborhood of the objective function f(x), x € R™, a certain number of
steps of simulated annealing algorithm are done, by choosing T,,;,, = 1072. In the result the
vector x,,. € R™ is obtained, which is quite close to the global minimum of the objective
function. Then, a regular simplex is constructed around the point x,,, € R™ and the proposed
modification of downhill simplex method is applied.

A. Description of the Proposed Combined Algorithm

The following steps are done to get the minimum value of the objective function f(x),x € R™.
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1.  Perform a certain number of steps of simulated annealing algorithm (algorithm 1), by
choosing Ty, = 1072, Obtain X,,, € R™ vector in the result of this algorithm.

2. Assign x; = X, By this step the vector x,p,, obtained by the simulated annealing
method, is chosen as the first x; € R™ vertex of the constructed initial simplex.

3. Apply the modified downhill simplex algorithm (algorithm 2), starting from the step 1.2.

4. Inthe end of the modified downhill simplex method, display the obtained vector x; and the
value f(x,) as the minimal value of the objective function.

This combined method has been tested on standard test functions of global optimization
listed in [3]. A hundred independent tests have been done to solve each task and attempt the
optimal value. Every time the algorithm was started from different points of the search space of
test function.

The proposed combined method was compared with the combination of the simulated
annealing method and Nelder-Mead’s downhill simplex method. Table 1 shows the comparative
evaluations between the two combined methods where the success rate shows the number of the
successful cases of determining the global minimum of each standard function during the 100
independent tests. The test is considered successful and the minimal value of the test functions is
achieved if condition |f* — f| < 10™* - |f*| + 107° is satisfied [3]. Here f* is the exact global

minimum of the test function and £ is the optimal value obtained by the combined methods.

Table 1. Combination of the simulated annealing method with the initial and modified downhill simplex

methods.
n Combination with | Combination with the
N | Test function (number | the initial downhill modified downhill
of simplex method simplex method
variables) Success rate Success rate
1 |Rosenbrock's valley 4 80% 85%
2 |Freudenstein and Roth 2 82% 87%
3 |Shubert 2 86% 89%
4 |Griewank 2 100% 100%
5 |Griewank 4 100% 100%
6 |Griewank 6 100% 100%
7 |Goldstein and Price 2 100% 100%
8 |Bohachevsky 2 2 82% 85%
9 |Bohachevsky 3 2 88% 91%
10 |Schwefel 2 78% 82%
11 |Six-hump camel back 2 100% 100%

Table 1 shows that the combination of the simulated annealing method with the modified
downhill simplex method has better results than the combination with Nelder-Mead initial
method. During the hundred independent tests the proposed modified combined method in the
algorithm 3 has obtained the global minimum of the test function more often than the initial
combined method. For example, the number of the cases of obtaining the global minimum of
Rosenbrock’s valley, Freudenstein and Roth test functions is increased by 5%, while for Shubert,
Bohachevsky, Schwefel functions it is increased by 3-4%.
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5. The Application of the Proposed Combined Method for Solving Problems
of Equal Allocation of Resources in Time

The proposed combined method is applicable for the solution of the following problem of the
optimal resource distribution.

Problem 1: n number of industrial, technological or other type of projects are accomplished. The
given f;(t), t €[0,d;], i = 1,n functions show the number of the required resources for
execution of the project i at time t . For each project the duration di is given. It is allowed to
postpone the implementation of the given projects. ¢i is the earliest and vi is the latest start
allowed for the project i. If the project i starts with the delay ¢t; € [c;, v;] the function describing
the allocation of resources at time tis f;(t — t;) where t € [t;, t; + d;], i = 1,n. In this case, the
sum function Y, f;(t — t;) will present the total number of resources required at time t. It is
required to select such values of t,, t,, ..., t,, start points which allow the equal allocation of the
total resources during the given time.

A. The Selection of Criteria for Equal Allocation of Resources

We take the following criteria for the equal allocation of resources: I,(ty,ty,...,t,) and
I,(ty,ty, ..., ty), Where Il(tl,tz,...,tn)=£r<lgl<ag|2?=1fi(t—ti)—M| and I,(ty,ty, ..., ty) =

\/ﬁ- f:[ * L fit —t;) —M]?dt . These criteria represent the maximal deviation of sum

function Y7, f;(t — t;) from its mean value M and mean square deviation, correspondingly. The
mean value M of required resources during the implementation period of projects is determined

by M=-—-['¥ fi(t—t) dt,a= mint; = 0,b = max t; +d;, where (b-3) is the
implementation period of the projects. Equal allocation of sum resources will be obtained in such
values of parameters ty,t,,...,t, for which criteria I;(ty,ty, ..., t,) Or I;(ty,t,, ..., t,) Will
accept their minimal value. So the given problem comes to the following problems (k=1, 2).

min I, (ty,t,, .., t,),
t1,t2,..,tn

forc; <t; <v;, i=1,n restrictions.

The general formulation of the given problem is applicable for the following particular problems.

Problem 1: The system of n parallel operating aggregates is given. Given functions f;(t), t €
[0,d;], i = 1,n show the workload of aggregate i at time t. It is required to select such start
points t; € [c;, v;] for operating the given aggregates which will make the total workload of the
system more equal during the time.

Problem 2: n number of parallel implenting projects are given. Given functions f;(t), t €
[0,d;], i =1,n show the labor force required for the work i at time t. It is required to select
such start points t; € [c;, v;] for the implementation of the projects which will make the
distribution of the total labor force more equal during the time.
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Z. Mhpdyul

Uithnihmd
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Ubkpnnubpp: Uju dbEpnnubpp unynpwpwp dnnbund B jubungph  owpunhdurg
|nsdwiip, puyg &ogphwin nusmud gunubnt hwdwp tpwtghg wwhwbeynid L
puduwlwt tpup dudwbwly: Unyu hnpdwsh dbky wnwowlymd b ppédwb
Unpbjuynpdwtt  dbpnnp  hwdwlgl]  uvhduybpu  wywbwiynpdwt  dbEpnnh
YEpuhnfudwl htn' togws unhpubph nusnudp £ogpintnt tyyunwlyni:
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KomOuHUpOBaHHBIE YHCJIEHHbIE METO/IbI IJIsl pelIeHus PolJieM
ONTHUMAJILHOT0 pacnpe/ie/ieHIsi peCypcoB

A. NepusH

AHHOTANUA

Crarpsi mOCBAIIEHAa pa3paboTke d3PGEKTUBHBIX METOJNOB I PEIIeHUs MpodiIemM
ONTUMAJIFHOTO pAacCHpelesieHUsT PecypcoB Mo BpeMmeHH. [l perieHus 3Tux mnpodiem
IIUPOKO HCIIONB3YIOTCSI METOJl OTXKHTra, TeHETUYECKUH METOA W JApYyrue. ITH METOJbI
HpI/IGHI/DKaIOTCH K PCIICHHUIO AJAaHHBIX 3aJa4, HO JId HAaXO0XIACHHA TOYHOI'O PCIICHHA
TpeOyeTcsi MHOTO BpeMeHH. B 3Toii cTaThe mpemiaraetcss CKOMOMHAPOBATH METO OTXKHTa
C MOI[I/I(bI/IL[I/IpOBaHHBIM MCTOAOM MOCICAOBATCIBHOIO CHUMIIJICKCHOTO INNIAHUPOBAHUSA, C
EJTBI0 HAXOXKJICHHS 00JIee TOYHOTO PEIICHUS TaHHBIX 3a/ad.



