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Abstract

Inpainting (completion) of digital images is the process of filling in an
unknown region with information from the known region of the image. Due to
rise of mobile technologies, there is demand on usage of inpainting algorithms
on mobile devices for applications such as object removal, image restoration,
etc. Exemplar-based inpainting is one of the most popular and efficient
inpainting algorithms, but, however, it is slow enough for mobile
implementation. The intention of this paper is to develop a high performance
inpainting algorithm applicable for mobile devices. We introduce a modification
of the algorithm using the statistics of similar patch offsets. This approach
reduces the computation time at about 10-30 times, which makes the algorithm
work interactive even on mobile devices. The paper includes those experiment
results and comparison of the developed algorithm with the exemplar-based
inpainting algorithm and showed the advantages of our method on various
images.
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1. Introduction

Image completion is the process of recovering of missing or damaged parts of an image in such a
way that the result will be visually plausible for an observer (e.g., see Fig. 1). Although the
problem of image completion states very simple, the task of actually trying to solve it is far from
being an easy thing. This problem is also referred as image inpainting. Origin of the term
inpainting comes from art restoration, and it is also called retouching there. Starting from the
Renaissance, medieval pictures were restored to bring them “up to date™ by filling in any gaps.
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During the development of digital images there also arose many situations in which an image
should be inpainted. For example, recovering old photographs, removing unnecessary objects
from an image or removing text, etc.
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Fig. 1. Example of image inpainting.

Ideally, any algorithm that is solving the image completion problem should meet the following
requirements [1]: (1) it should be able to complete complex natural images successfully; (2) it
should be able to handle images with possibly large missing parts; (3) it should work in a
automatic manner, i.e., without intervention from the user.

All these requirements above make the image completion, in general, a very challenging
problem. The inpainting algorithms can be generally categorized into two main groups:
diffusion-based and exemplar-based.

Diffusion-based approach fills holes in images by propagating linear structures (which are
called isophotes in the inpainting literature) from the known region into the missing region via
the process of diffusion. This approach was first introduced by Bertalmio et. al in [2]. Partial
Differential Equation (PDE) usually models that problem, so sometimes it is also called a PDE-
based approach. These methods are local in the sense that they use only neighboring pixels
during the iteration. Drawback of that technique is that the diffusion process introduces some
blur and it becomes noticeable when filling regions are large. When the region to be inpainted is
small, this approach provides good results, but it is not convenient to use it when the missing
region is large.

In 2003 Criminisi et. al introduced an exemplar-based algorithm [3]. Since then the
exemplar-based approaches begin to develop and all state of the art algorithms are mainly
exemplar-based. These techniques unlike the diffusion-based ones are non-local. It means that to
determine the value of a current pixel the whole image might be scanned. Exemplar-based
approaches fill in the missing region patch by patch. Where for target patch (patch from missing
region) algorithm searches for a source patch (a patch from known region that is most similar to
the target patch).

Matching patches between two images (regions from image) is also known as nearest-
neighbor field problem. Computation of nearest neighbor filed is used in various computer vision
problems such as image completion, retargeting and reshuffling. Suppose we have two images
(regions) A and B, we should find for every patch in A a similar patch in B (in our case A is the
source region and B is the target region). As computing the exact nearest-neighbor field is very
expensive, algorithms calculate the approximate nearest neighbor. There are two approaches for
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solving that problem tree-based (such as kd-trees and their modifications) and PatchMatch [4]
(which is used in Photoshop). Tree-based methods use candidates (patches from B) distribution
characteristics and according to this organize the searching space. PatchMatch does not use the
candidate distributions and it uses the characteristic of queries (patches from A) that they are
dependent. PatchMatch algorithm outperforms traditional tree-based algorithms. In [5] authors
present propagation-assisted kd-trees, which uses both the distribution of the candidates and the
dependency of the queries in their algorithm. This algorithm outperforms PatchMatch about 10-
20 times.

In this paper we use the statistics of similar patches [6] (which we will describe in Section
2), to improve the original exemplar-based inpainting algorithm. Due to this modification, we
improve the efficiency of the algorithm at about 10-30 times. What about the quality of a result?
In some cases our modification gives better results because we don’t consider unnecessary
patches but in some cases our approach fails because the number of patches it considers is
limited. We will show the comparison of algorithms in Section 5.

2. Exemplar-Based Algorithm

For an input image I, a user selects a target region Q, which should be removed and inpainted.
The contour of the target region is denoted by §02. This contour is also called as “fill front” and it
evolves inward the missing region during the algorithm. The supporting region from where the
algorithm will take information, which is called a source region and is denoted by @, should be
specified. By default it is defined as a whole image minus the target region (& =1 — Q). This
algorithm is fragment-based, which means that it fills the missing area by patches not by pixels.
The default size of a patch that authors suggest is 9 x 9 pixels, but this parameter may be
changed or specified by the user, depending on the image size and color features. After all input
parameters are set the remaining part of the algorithm is automatic and consists of the following
steps:

pl. Detection of boundary points, which constitute fill front and calculation of priority function for

that points;

2. Selecting a patch for a point with the highest priority value (target patch);
Searching for the most similar patch to that patch (source patch);
4. For unknown pixels from the target patch copy color values of corresponding pixels from the

source patch;
5. Update confidence term (which participate in priority function) values for filled pixels.

w

The algorithm iterates that steps until there is no unfilled pixels left. For every boundary point,
(point between the target and the source regions) priority function is computed and it has the
following representation:

P(p) = C(p)D(p),Vp € 612,
where C(p) stands for confidence term, D(p) — data term and they have the following
representation:
qull/pn(l—.()) C(q)
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C(p) = D(p)

where |¥p| is the area of a patch Wp centered at p, « is a normalization factor (its value is 255
for a typical grayscale image), n,, is a unit vector orthogonal to the front 612 in the point p and
V13- the isophote (a line of equal intensity value) at p.
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The function C(p) initially is set to the following values: C(p) = 0,vp € Rand C(p) = 1,
Vp € I - . This term shows how much the information surrounding the pixel p is reliable . The
idea is to give preference to those patches, which have more of their pixels already filled and the
earlier pixel filled (or it was never part of the target region) the more reliable it is.

The data term D(p) shows the strength of an isophote hitting the front 5§02 at point p. This
term gives preference to those patches where an isophote “flows” into. Due to it, linear structures
are encouraged to be inpainted first and therefore propagate in a plausible way into the target
region.

After selecting the target patch, the algorithm starts to search for the most similar patch in
the supporting region (source region). Patches similarity is calculated by the following formula:

Y, = arg qu‘rllelg d(¥, %),

where ¥, is the source patch, ¥, — the target patch, d is a function of distance (similarity)
between two patches. Authors used the sum of squared difference (SSD) of known pixel color
values from the target patch, with their corresponding pixels from the source patch, as the
distance function.

Then for each unfilled pixel in ¥,, the algorithm copies the pixel value from its corresponding
position inside ¥,. Fig. 2 illustrates the inpainting process described above.

Fig. 2. Inpainting process.

Finally, the confidence values for the already filled pixels should be updated. The confidence
term C(p) is updated as follows: C(t) = C(p) VtE¥pnN Q.

3. Statistics Calculation

Before starting inpainting, we calculate the statistics of patch offsets. We scan the whole image
and for every patch centered at point p,, we search for the other patch from the image with center
p2, Which is most similar to it. Patch similarity is computed by the sum of squared differences
(SSD).

Then we compute the offset of that patch (the coordinate difference). Suppose p; = (x4, 1)
and p, = (x,,y,). Patch offset r is: r(p;) = (x1 — x5, y1 — ¥2). Solving this problem with brute
force for image with size s will take O(s®) time, no need to mention how slow it is. In this paper
for finding the most similar patch, we use the propagation-assisted kd-trees [5], which is state of
the art algorithm for finding the approximate nearest neighbor. The approximation of that
algorithm does not influence the results much, because we will calculate the statistics.
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Then we calculate the following statistics: for each offset, we compute the quantity of how
many times it occurs. We select K most frequent offsets and fix them (O denote that set). In the
future we will use this set in our inpainting algorithm. In our experiments, we use the value of K
from the range 300-450.

4. Exemplar-Based Algorithm for Mobile Devices

We apply the statistics of patch offsets to improve the efficiency of the exemplar-based
algorithm. We consider that the source region is the whole image (tough we can apply our
approach in other cases also). While searching for the most similar patch, instead of scanning the
whole source region, we run only through the K most frequent offsets and consider only their
corresponding patches.

Yy = arglegrsl}er(lp) d(¥, %),

Where ASR(p) is the allowable source region for point p and is the following set of points:

ASR(p) ={q=p+r|r€0andq € ¢}

Due to this optimization at every searching iteration, we scan not greater than only K patches,
which is much less than scanning the whole source region. This approach improved the speed by
10-30 times on the average. In the next section, we will show our experimental results.

5. Implementation and Experimental Results

We implement Criminisi’s exemplar-based algorithm [3] and our modification on C++ using
OpenCV library [13]. We also implement propagation-assisted kd-trees for computing patch
offsets statistics. Then we transform our code on Android devices using Android NDK [14]. The
execution time of our approach on mobile devices for not very large sized images is competitive.
For large images in mobile implementation, we scale them to a smaller size and pass this smaller
image to completion algorithm. After completion, we scale the image back to the original size. In
mobile implementation, we use the value of K from range 200-300 and the execution time is
about 0.1 minute. Here are some examples of our experiments on PC, as well as the comparison
of algorithms.

(b)
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Fig.3. Example 1. Comparison of exemplar-based inpainting and our approach. Image size is 300x400. Target
region forms 23.1525 % of whole image. Patch size is 7x7 pixels. a) the original image , b) inpainted image, c)
result of Criminisi’s algorithm, d) our result

Fig. 4. Example 2. Comparison of exemplar-based inpainting and our approach. Image size is 750x563. Target
region forms 3.48988 % of whole image. Patch size is 7x7 pixels. a) the original image , b) inpainted image, c)
result of Criminisi’s algorithm, d) our result
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Fig. 5. Example 2. Comparison of exemplar-based inpainting and our approach. Image size is 1000x1000. Target
region forms 2.9283 % of whole image. Patch size is 7x7 pixels. a) the original image , b) inpainted image, c)
result of Criminisi’s algorithm, d) our result.

As examples above show, our algorithm gives better results when the background of missing
region is uniform and when the image consists of some pattern (see Fig. 3 and Fig. 5,
respectively). Both algorithms manage well with the case of removing some text from the image
(see Fig. 4). The table below shows the execution time of algorithms and similarity measure of
inpainted results on the mentioned examples. We calculate PSNR and SSIM similarity measures
for inpainted images, where peak signal-to-noise ratio (PSNR) is an expression for the ratio
between the maximum possible value (power) of a signal and the power of distorting noise that
affects the quality of its representation [15]. The Structural Similarity (SSIM) index is a method
for measuring the similarity between two images. Detailed description is given in [16]. We
calculate SSIM for each RGB channel.

Table 1. Comparison of exemplar-based inpainting and our approach.

Results Time(mins) | PSNR | SSIM(RED) | SSIM(GREEN) | SSIM(BLUE)
Imagel(Criminisi) | 2.53333 9.85056 | 79.2155% | 79.2566% 79.4306%
Image1(Our) 0.416667 |9.76338 | 79.4731% | 79.5799% 79.8034%
Image2(Criminisi) | 6.08333 415729 | 98.7647% | 98.8749% 98.8098%
Image2(Our) 0.266667 | 40.2365 | 98.5848% | 98.7253% 98.6343%
Image3(Criminisi) | 25.3 28.3332 | 98.3342% | 98.4563% 98.6232%
Image3(Our) 0.65 36.9047 | 99.5476% | 99.5839% 99.6551%
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6. Conclusion

In this paper, we introduce patch offsets statistics application to the exemplar-based inpainting
algorithm. We implement this approach and the original exemplar inpainting algorithms and
compare them. As our experiments shown, our approach is at average 10-30 times faster and
even more when image sizes become larger. Also as examples from the previous section show,
in some cases our algorithm gives better results. We implement our algorithm in android
application for mobile devices and due to our speedup a user can interactively inpaint his images.
Fig. 6 shows the inpainted result from our mobile application.

(@ (b) (©)

Fig. 6. Example of mobile inpainting. Image size is 3920x2206. Execution time is 0.1 minute. Patch size is 7x7
pixels. a) the original image , b) inpainted mask, c) result.
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Cupdwljut uvwupptph hwdwp wdnipubph hhdwt ypw wjuwn-

jEputph inpainting wignphpuh juunwpkjugnpénidp
udwt pinjutph mtnuowpddwudp

9. Glunpgul, @ Yupuybwunjub b 2. Uwupnituwutyu
Udthnthnid

FJuyhtt wwwnlkpubkph tkpynudp (wjupunnudp) withwywn whpnyph jgdwt ypngtu
hudnpdughuyny hwyjintth mhpnyphg: Cupdwljut vupptiph qupqugdwu stnphhy fuw
ubpyuwt  wjgnphpdubph  wwhwbewpl owpdwlwit uwwpptph Jpuw  wyuwhuh
hwytjJwstpnid,  huswyhuhp Eu  optliwnutph  hEpwgmdp,  wuwwlbkpubph
JEpwljuwiuqunidp b wyj: Ldnipubiph hhdwt ypw ubpldwt wignphpdt wdkbwhwjnuh
b wpynibwdbn  ubpdwb wygnphpdutphg E vwuyb wyt pajujuthtt putnun k
owpdwlwtt uwwppbph hwdwp: Uju hnopdwsh tyuunwlt E dowll)] pwpap
Jjuunuwupnqulijutmpudp tbpdwt wignphpd, npp Jjhpwekih Yihth twb sowpduljui
uwpphph  hwdwp:  Uklp  bpluyuginid  kip  wignphpdh  dbwnjunipniip’
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oqunugnpskiny udwb pnlutph otnnudubph Jhdwjugpmipmnitip: Uju dnnbgnudp
tJuqbginud £ hwoJuplubph dwdwbwlp dnnwynpuwbu 10-30 wbqud, husp
nupdunid L wignphpuh woppwnwupp hutnbpuljnhy tnyuhul) pupdwljut vupptph
Jpu:  Zonpuodp  ubkpwpnid B dinpdtwlut wpynibputpp U wygophpdutph
hwdbdwwnnipiniup, htiyybu twlb gnyg kE wnpdws dbp dpwljws dbpnnh wnwybinipniup

wnwppkp wuwnykpubph Jpu:

Moaundukanus inpainting aJropurmMa JJis MOOMJIBHBIX YCTPOCTB
C MCNOJIb30BAHUEM CIBUTOB MOXO0KHUX 0JIOKOB

B. I'eBopksH, I'. Kapanersn u A. CapyxassiH

AHHOTANUA

3akpammBaHue (3aBepiieHue) TUQPPOBBIX M300paKEHUH OTO TMPOIECC 3alOTHEHUS
HEM3BECTHOH o0siacTi MH(pOpMaIel ¢ U3BeCTHOM o0acTH n3o0paxeHnus. biarogaps pa3BUTHIO
MOOUJIBHBIX TEXHOJIOTUH €CTh MOTPEOHOCTh B MCIOJIb30BAaHUU AITOPUTMOB 3aKpallMBaHUS Ha
MOOWJIBHBIX YCTPOMCTBAaxX Il TakuX MPUMEHEHHH Kak yJaaJieHHe OOBEKTOB, pecTaBpallvs
M300paXKeHM U T.1. AJITOPUTM 3aKpallMBaHUs OCHOBAHHBINM Ha SK3EMIUISIpax OJUH U3 HauboJjee
M3BECTHBIX U 3()(PEKTUBHBIX aNTOPUTMOB 3aKpaIlMBaHUS, HO TEeM HE MEHEe OH JOCTaTOYHO
MEJJICHHBIA JUIsI peanu3aliid Ha MOOWJIBHBIX ycTpoicTBax. Llems maHHOW cTaThu pa3paboTaTh
BBICOKO 3()()eKTUBHBIN aNrOpUTM 3aKpaLIUBAHUS TPUMEHUMBIH 17151 MOOMIIBHBIX YCTPOUCTB. MBI
npescTaBiIsieM MOAUGUKALNUIO alrOPUTMa, UCIONB3YS CTAaTUCTUKY CABUIOB MOXO0XXHX OJIOKOB.
JIaHHBIN TOIXOA COKpAIaeT BBIYHCIUTENBbHOE BpeMs okoiio 10-30 pa3, 4uro memaer paboTy
QIrOpuTMa MHTEPAKTUBHOM Ja)ke Ha MOOWJIBHBIX YCTpoicTBax. B craThe BKIIIOUEHBI 3TH
SKCHEPUMEHTAIbHBIE pEe3yJbTaThl, a TaK >K€ CpaBHEHUE pPa3pabOTaHHOTO alropuTrMa C
QITOPUTMOM 3aKpalllMBaHUs OCHOBAHHOI'O HA HK3EMIUIIPAX M IMOKA3aHO NMPEUMYIIECTBO HALIErO
METO/a Ha Pa3IMYHBIX U300pAKEHUSAX.



