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Abstract

The optimal Neyman-Pearson procedure of detection is investigated for models
characterized by four continuous probability distributions arranged into two groups
considered as hypotheses. It is worthy to note that the case of three discrete probabil-
ity distributions arranged in two groups was studied by Haroutunian and Yesayan in
[1]. The Neyman-Pearson theorem holds immense importance when it comes to solving
problems that demand decision making or conclusions to a higher accuracy.
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1. Introduction

The Neyman-Pearson theorem states that the likelihood ratio test is the most powerful test
for a given significance level (or size) in the context of simple binary hypothesis testing
(null hypothesis against alternative hypothesis) problems. It provides a theoretical basis for
determining the critical region or decision rule that maximizes the probability of correctly
detecting a true effect while maintaining a fixed level of Type I error.

Statistical power represents the ability of a hypothesis test to detect a true effect or
difference when it exists in the population. The theorem emphasizes the importance of
optimizing this power while controlling the risk of both Type I and Type II errors. Type I
error, also known as a false positive, occurs when we reject the null hypothesis (assuming
an effect or difference exists) when it is actually true. Type II error, on the other hand,
refers to a false negative, where we fail to reject the null hypothesis (assuming no effect or
difference) when an effect or difference truly exists. The Neyman-Pearson theorem allows us
to strike a balance between these errors by maximizing power while setting a predetermined
significance level (the probability of Type I error).

In [2]-[4], Cox formulated several divers examples of problems for two families of hypothe-
ses testing and developed a general modification of the Neyman-Pearson maximum-likelihood
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ratio procedures for the solution of such problems for the parameters of known continuous
probability distributions (CPDs). In [1], Haroutunian and Yesayan studied the problems
concerning the Neyman-Pearson criterion where discrete probability distributions are ar-
ranged in many groups and where the error probabilities decrease exponentially as 2−NE,
when the number of observations N (size of sample) tends to infinity. In [5], Tusnády studied
the hypotheses testing problem of two CPDs, where error probabilities also exponentially
approach zero. The optimal hypotheses testing problems, when error probabilities exponen-
tially approach zero were also studied in [6] and in [7]-[9]. In [8], Haroutunian, Hakobyan
and Hormosi-nejad studied on two-stage optimal testing of multiple hypotheses for the pair
of families of discrete distributions. In [9], Yesayan and Gevorgyan solved the problem of
many CPDs by means of two-stage asymptotically optimal testing of multiple hypotheses
based on Tusnády’s result.

The hypotheses testing problems for two hypotheses were described in detail by Borovkov
[10], Levy [11], van Trees [12], Csiszár and Longo [13], Csiszár and Shields [14], Longo
and Sgarro [15]. The Neyman-Pearson criterion of multiple hypotheses testing for discrete
random variable was explored in [16].
This paper is devoted to the generalization of the Neyman-Pearson criterion for composite
hypotheses testing problem of CPDs. The result is based on the method proposed by Thomas
and Cover [17] in the paragraph of information theory and statistics.

2. Problem Presentation and Solution

Let P(X ) be the space of all CPDs. Let X be a continuous random variable (CRV) with
one of 4 possible CPDs given by probability density functions (PDFs) fm, m = 1, 4. Let
x = (x1, x2, ..., xN), xn ∈ X , n = 1, N , be a vector of results of N independent observations

of the RV X, then the PDF will be fN
m (x) =

N∏
n=1

fm(xn).

For a CRV X, four PDFs f1, f2, f3, f4 are given, called the hypotheses. A statistical
hypothesis H is a conjecture about the distribution of population X.
The statistician should make a decision about CPD of CRV. In this paper, we consider this
problem in two stage. These PDFs are divided into two groups (hypotheses) such that the
first hypothesis H1 is the group of k = 1, 2, 3 PDFs and the second hypothesis is the group
of 4− k PDFs. Let us consider the partition when k = 2 and the hypotheses are as follows:

H1 : {f1, f2}, H2 : {f3, f4}. (1)

In the first stage the statistician must accept or reject the first hypothesis on the base of
sample x. If the first hypothesis is not rejected the statistician can detect which PDF (f1 or
f2) corresponds to CRV. So, if it is rejected the second stage detection will be between f3
and f4.
Taking decisions about the hypotheses statistician can commit the errors.

The probability αN
l|l is to accept a hypothesis different from the true hypothesis Hl, l =

1, 2.
We will show that the proposed Thomas and Cover’s proof of Neyman-Pearson theorem for
discrete probability distributions will also work for this case.

We will use these notations for themaximum-likelihood ratio procedure, so we will take the
maximum of a pair of PDFs: gN1 (x) = max(f1

N(x); f2
N(x)), gN2 (x) = max(f3

N(x); f4
N(x)).
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Theorem 1. For the threshold t ≥ 0, consider the test Ψ∗
N defined by region of acceptance

AN∗ for hypothesis H1:

AN∗ =

{
x :

gN1 (x)

g2N(x)
> t

}
,

and acceptance region AN∗ for H2.

So, by these definitions, the corresponding error probabilities (mentioned also in the
introduction) will be

αN∗
1|1 (t) = αN∗

2|1 (t) = gN1 (AN∗) =

∫
x∈AN∗

gN1 (x)d(x),

αN∗
2|2 (t) = αN∗

1|2 (t) = gN2 (AN∗) =

∫
x∈AN∗

gN2 (x)d(x).

Let AN ⊂ XN be the decision region for H1 of another test ΨN with error probabilities αN
1|1

and αN
2|2. If α

N
1|1 ≤ αN∗

1|1 , then αN
2|2 ≥ αN∗

2|2 .

Proof. Let ΨAN∗ and ΨAN be indicator functions of regions. The indicator function is
1, if the sample belongs to the corresponding region, and 0, otherwise. It is obvious that for
all x ∈ XN ,

(ΨAN∗(x)−ΨAN (x))(gN1 (x)− tg2
N(x)) ≥ 0.

Then∫
x∈XN

(ΨAN∗(x)gN1 (x)− tΨAN∗(x)g2
N(x)−ΨAN (x)gN1 (x) + tΨAN (x)g2

N(x))d(x)

=

∫
x∈AN∗

(gN1 (x)− tgN2 (x))d(x)−
∫
x∈AN

(gN1 (x)− tgN2 (x))d(x)

= (1− α∗
1|1)− tα∗

2|2 − (1− α1|1) + tα2|2 = (α1|1 − α∗
1|1) + t(α2|2 − α∗

2|2) ≥ 0.

So, from α1|1 ≤ α∗
1|1 it follows that α2|2 ≥ α∗

2|2.

3. Conclusion

This paper discussed a suitable strategy of hypotheses testing for models with 4 known CPDs
grouped in 2 clusters, considered as hypotheses. This problem can be generalized for M > 4
hypotheses, which can be grouped into 2 clusters in various combinations, i.e., the first
hypothesis will be composed by K = 1, 2, ...M − 1 PDFs and the second by M −K PDFs.
The solving method will be the same, but it is obvious that the result of each combination
will be different.
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²Ù÷á÷áõÙ

Ü»ÛÙ³Ý-äÇñëáÝÇ ëïáõ·Ù³Ý ûåïÇÙ³É ÁÝÃ³ó³Ï³ñ·Á Ñ»ï³½áïíáõÙ ¿ ³ÛÝ Ùá¹»ÉÝ»ñÇ
Ñ³Ù³ñ, áñáÝù µÝáõÃ³·ñíáõÙ »Ý ãáñë ³ÝÁÝ¹Ñ³ï Ñ³í³Ý³Ï³Ý³ÛÇÝ µ³ßËáõÙÝ»ñáí, áñáÝù
µ³Å³Ýí³Í »Ý áñå»ë í³ñÏ³ÍÝ»ñ ¹Çï³ÏíáÕ »ñÏáõ ËÙµÇ Ù»ç: Ð³ñÏ ¿ Ýß»É, áñ »ñÏáõ ËÙµÇ
Ù»ç µ³Å³Ýí³Í »ñ»ù ¹ÇëÏñ»ï Ñ³í³Ý³Ï³Ý³ÛÇÝ µ³ßËáõÙÝ»ñÇ ¹»åùÁ Ñ»ï³½áïí»É ¿
Ð³ñáõÃÛáõÝÛ³ÝÇ ¨ ºë³Û³ÝÇ ÏáÕÙÇó [1]:

Ü»ÛÙ³Ý-äÇñëáÝÇ Ã»áñ»ÙÁ Ù»Í Ýß³Ý³ÏáõÃÛáõÝ áõÝÇ, »ñµ ËáëùÁ í»ñ³µ»ñáõÙ ¿
³ÛÝåÇëÇ ËÝ¹ÇñÝ»ñÇ ÉáõÍÙ³ÝÁ, áñáÝù å³Ñ³ÝçáõÙ »Ý áñáßáõÙÝ»ñ Ï³Û³óÝ»É Ï³Ù ³í»ÉÇ
µ³ñÓñ ×ß·ñïáõÃÛ³Ùµ »½ñ³Ï³óáõÃÛáõÝÝ»ñ ³Ý»É:

Î ïðîâåðêå ìíîãèõ ãèïîòåç íåïðåðûâíûõ ðàñïðåäåëåíèé
âåðîÿòíîñòåé ðàñïîëîæåííûõ â äâóõ ãðóïïàõ

Àðàì Î. Åñàÿí

Èíñòèòóò ïðîáëåì èíôîðìàòèêè è àâòîìàòèçàöèè ÍÀÍ ÐÀ, Åðåâàí, Àðìåíèÿ
Ôðàíöóçñêèé óíèâåðñèòåò â Àðìåíèè, Åðåâàí, Àðìåíèÿ
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Àííîòàöèÿ

Èññëåäóåòñÿ îïòèìàëüíàÿ ïðîöåäóðà òåñòèðîâàíèÿ Íåéìàíà-Ïèðñîíà äëÿ
ìîäåëåé, õàðàêòåðèçóþùèõñÿ ÷åòûðüìÿ íåïðåðûâíûìè ðàñïðåäåëåíèÿìè âå-
ðîÿòíîñòåé, ðàçáèòûìè íà äâå ãðóïïû, ðàññìàòðèâàåìûå êàê ãèïîòåçû.
Ïðèìå÷àòåëüíî, ÷òî ñëó÷àé òðåõ äèñêðåòíûõ ðàñïðåäåëåíèé âåðîÿòíîñòåé,
ðàñïîëîæåííûõ â äâóõ ãðóïïàõ, áûë èçó÷åí Àðóòþíÿíîì è Åñàÿíîì [1].

Òåîðåìà Íåéìàíà-Ïèðñîíà èìååò îãðîìíîå çíà÷åíèå, êîãäà ðå÷ü èäåò î
ðåøåíèè çàäà÷, òðåáóþùèõ ïðèíÿòèÿ ðåøåíèé èëè âûâîäîâ ñ áîëåå âûñîêîé
òî÷íîñòüþ.

Êëþ÷åâûå ñëîâà: Êðèòåðèé Íåéìàíà-Ïèðñîíà, íåïðåðûâíîå ðàñïðåäåëåíèå,
ôóíêöèÿ ïëîòíîñòè, ïðîâåðêà ãèïîòåç, âåðîÿòíîñòü îøèáêè, íàäåæíîñòü.
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