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Abstract

The sizes of linear and tree-like proofs for any formulae families are investigated in
some systems of propositional calculus: in different sequent systems (with quantifier rules,
with the substitution rule, with the cut rule, without the cut rule, monotone) and in the
generalization splitting system. The comparison of results obtained here with the bounds
obtained formerly for the steps of proofs for the same formulas in the mentioned systems
shows the importance of the size of proof among the other characteristics of proof
complexities.
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1. Introduction

The existence of a propositional proof system, which has polynomial-size proofs for all
tautologies, is equivalent to saying that N P = co -N P [1]. This simple observation has drawn
attention in recent years to the formalisms of propositional logic for the study of questions of
computational complexity A hierarchy of propositional proof systems has been defined in terms
of two main complexity characteristics (size and lines), and the relations between these systems
are currently being analyzed. New systems are discovered and, as a consequence, the
computational power of the old ones is better understood. It was shown in [2] that the addition of
quantifier rules to the propositional sequent calculus induces, for some sequences of formulas, an
exponential speed-up by lines over Substitution Frege systems when proofs are considered as trees.
It was shown in [3] that the lines for linear proofs of the same formulae families both in quantifier
systems and in the systems with substitution systems are the same by order. In this paper, we
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investigate the sizes of linear and tree-like proofs for the mentioned sequence of formulas in some
sequent systems (QPK — the system with quantifier rules, SPK — the system with substitution rule,
PK — the system with cut-rule, PK™ —the system without cut-rule, Pmon- the monotone system)
and in the system GS, based on the generalized splitting method. The comparative analysis of our
results shows that the size of proofs is a more important complexity characteristic of proofs and
the linear proofs are preferable to the tree-like proofs.

2. Preliminaries

We will use the current concepts of a propositional formula, quantified propositional formula,
a free variable in a quantified formula, sequent, different sequent systems and proof
complexities. The language of the considered systems contains the propositional variables,
logical connectives —, &, v, © and parentheses (,). Note that some parentheses can be omitted

in generally accepted cases. In some systems, we can use the symbols T for «true» and
| for «false».

2.1 Definition of Considered Sequent Systems

The sequent system uses the denotation of sequent I' — A, where I' (antecedent) and A
(succedent) are finite (may be empty) sequences of propositional formulas.

For every propositional variable p, the sequents p— p, — T are axioms of PK. For every
formulas A, B, for any sequence of formulas I' and sequence A, the logic rules are as follows:

r-A A B I'-oA A T'-> B A
o TS ->
ADB, T->A r-A>B,A
A, T-Aand B, '>A '-A Aor T'>B A
V- -V
AVB, T->A r-AvVB, A
A I'>Aor B I'->A '>AA andI' - B,A
& - -
A&B, T'-> A ' - A&B, A
r- A A A T'-> A
- - a9
-4, T'- A > -4, A
Structural rule is Cut rule is
r- A r - AA AT - A
["> A"’ r-A

where I’ (A") contains I'(A)

The system PK— is obtained from the system PK by removing the cut rule. The system SPK
is obtained from the system PK by adding a substitution rule:

oB C(p),T —» AA(p)
P C(B),T -» AA(B)
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where the variable p has no occurrences either in ' or in A, B is the formula, which is
substituted everywhere for the variable p.
The system QPK is obtained from the system PK by adding the following rules :

A(Q),T - A [ - AA(B)
@APT > A0 ToaaEmap Y
A(B)r-A (V—>) '-AA(Q) (_) V),

(Vp)A(p).L - A I'> A,(Vp)A(p)

where B is any quantified propositional formula. The application of the rules 3 - and - V is
restricted to the following requirements: the eigenvariable q does not occur free in the lower sequent
of the rule, and all occurrences of g in A(q) are substituted by p. The rules - 3 and V— require B
not to contain variables, which are under the scope of some quantifier.

All formulas in the antecedents and succedents of the system Pmon use only monotone
logical functions, therefore the rules for implication and negation are not used here.

2.2 Definition of the System GS

Following the usual terminology, we call the variables and negated variables literals.
The following notions were introduced in [4]. Each of the under-mentioned trivial identities
for a propositional formula v is called a replacement rule:

0&y =0, PY&0=0, 1&y =1, Y&1=1,
oviy =1, Yvo=1, 1vyp =1, Yyvil=1,
0oyY=1, P> 0=1, 1oy =1, Yol=1,
0=1, 1=0, Y=,

0=y =1, Y=0=1, 1=¢ =1, Yy=1=1y

Application of the replacement rule to some words consists in the replacing of some of its
subwords having the form of the left-hand side of one of the above identities by the corresponding
right-hand side.

The proof system GS. Let ¢ be some formula and p be some of its variables. Results of
the splitting method of formula ¢ by the variable p (splinted variable) are the formulas ¢[p3] for
every 8 from the set {0,1}, which are obtained from ¢ by assigning & to each occurrence of p and
successively using replacement rules. The generalization of the splitting method allows every
formula ¢ to associate some tree with a root, the nodes of which are labeled by formulas and edges,
labeled by literals. The root is labeled by the formula ¢ itself. If some node is labeled by the
formula v and a is some of its variable, then both edges outgoing from this node, are labeled by
one of the literals a8 for every & from the set {0,1}, and each of 2 “sons” of this node is labeled by
the corresponding formula v[a8 ]. Each of the tree’s leaves is labeled with some constant from the
set {0,1}. The tree, which is constructed for the formula ¢ by the described method, we will call a
splitting tree (s.t.) of ¢. It is obvious, that by changing the order of splinted variables in the given
formula ¢, we can obtain different splitting trees of ¢.

The GS proof system can be defined as follows: for every formula ¢ must be constructed
some s.t. and if all the tree’s leaves are labeled by the value 1, then the formula ¢ is a tautology,
and therefore we can consider the pointed constant 1 as an axiom, and for every formula v, which
is a label of some s.t. node, and p is its splinted variable, then the following figure v [p°], v [p!] +v
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can be considered as some inference rule, hence, every above-described s.t. can be considered as
some proof of ¢ in the system GS .

2.3 Proof Complexities

By | ¢| we denote the size of a formula ¢, defined as the number of all logical signs in it. It is
obvious that the full size of a formula, which is understood to be the number of all symbols, is
bounded by some linear function in |¢ |.

In the theory of proof complexity, the two main characteristics of the proof are: z-
complexity (lines) defined as the number of proof steps, l-complexity (size) defined as the sum
of sizes for all formulas (sequents) in the proof [1, 2].

Let ¢ be some proof system, o be some tautology. By t®(¢) (1®(¢)) is denoted the minimal
possible value of #complexity (I-complexity) for all ®-proofs of ¢ (sequent — ).

If for some sequence of sequents —¢n in two systems ¢, and ¢, for sufficiently large n is

valid t®1(g,) = Q(th’z(“’n)), then we say that the system ¢, has exponential sped-up by lines
over the system ¢;.

2.4. Results of the Papers [2,3]

Some family of tautologies is introduced in [2]. For propositional variable p, the formula p™ is
defined inductively as p° = p u p**! = (p'&p?) for i > 0. It is easy to verify that the formula p™
has 2™ — 1 logical signs and m distinct subformulas.

To simplify further notes, we introduce the following denotations. Let @ be some sequent
system, t- complexity (I-complexity) for tree-like proofs of the sequent p — p™ is denoted by
Tt(m)(T1®(m)), and for linear proofs, accordingly, by Lt®(m)(L1®(m)).

Theorem 1: ([2]). For sufficiently large n and sequence of sequents p — p2"the following holds:
Tt®K(2M)=0(n); TeSPX(2™)=n(2"); TEPK(@2™=n@2™); TP*—(2™=0(2%").
For the lines of linear proofs of the same sequence, the following was proved in [3]..
Theorem 2: ([3]). For sufficiently large n and sequence of sequents p — pznthe following holds:
Lt®K(2m)=0(n); LtSPK(2™)= 0(n); LtPK(2™M)=6(2"); LtPX—(2™)=6(2M).

The comparative analysis results of both above theorems shows that the system QPK has no
preference by lines of proof over the system SPK, and the latter system has a well-known speed-
up by lines over PK. Analogous sped-up was first fixed in [5].

3. The Main Results

3.1. The I-complexities of linear proofs for the same family of sequents p — p2"in above-
mentioned sequent systems are investigated here.
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Theorem 3: For sufficiently large n and sequence of sequents p — p2"the following holds:
LI®K(2m)=9(22"); LISPK(2M)=9(2%"); LIPK(2™)=0(22"); LIPX—(2™)=6(2%") and
LiPmon(2m)=9(22").

To prove the mentioned results, we should evaluate the sizes of proofs for the sequents p —
p2"in all the mentioned systems. Note that | p2"| = 22" — 1 and as the derivable sequent itself must

be in every proof, then the lower bounds ©(22") are obvious for all systems. To prove the upper
bounds, we investigate the “good” linear proofs in the mentioned systems.

Linear proof in QOPK

We use the tree-like proofs of p — p2" in the system QPK with O(n) lines [2]. At first, we
consider the provable sequent Vq(g o g*) — Vq(q o q%*), where k is an arbitrary integer and
q?F = (g*)*. The proof of this sequent will not depend on k and can be obtained in a constant
number of lines as follows (note, that their sizes are written to the right of every sequent):

pop ptopt 244242

p 2 pk,p > p* ok+24 o

Vq(g 2 g%),p - p* p** - p** ok#2 4 92ks2 &

vq(q o q*),p* o p?k,p - p2k ok+24 92k+2 4 5
vq(q > q¥),p* o p* - p o p?* ok+2 92k+2y o
vq(q 2 q%),vq(q 2 q*) - p D p?k ok+24 o2k+l L g
vq(g 2 q*) -» p o p** okl y o2k+l L &
vq(q = q*) = vq(q 2 q*%) 2kl yp2elyy

Note, that this proof is also linear. By combining the above sequents n times, one obtains

vq(q 2 q*) - vq(q 2 ¢*"),

and since Vq(q 2 ¢2) is provable in constant lines, one infers Vg(q 2 ¢2"), and therefore = p o
p2"in O(n) lines. The number of all logical signs in the pointed part of the proof is

7°252 4+ 9 - 2214 40, and as such steps are repeated n times with k =2/, fori =0, 1, 2, ..., n, then

n . .

the size of all proofs must be Z (7 *22%2 4 9+ 22""+1 4 40). The bound of the major
i=0

242

o 20<77(22"**—1), and hence the upper bound is

n .
addendum is 72 282 < 7 )
i=0
0(22"). So, LI%K(2m)= g(22").

Linear proof in SPK

1 p° - p? axs. 0

2 p® - p! (- &) 21-1

3 p! — p? subst. 21 —1+22-1

4 p° - p? cut 22-1

5 p? - p* subst. 22—-1+2% -1 (1)
6 p° - p* cut 2% -1
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2n+1 p2" 5 p?” subst. 22" — 1422 —1
2n+2 p®—-p?  cut 22" —1

n . n n
It is not difficult to see that the size cannot be more, than 32 22 < 3 Zl.z_o 2t < 22743
i=0 -

hence the upper bound is O(2%"). So, LISPK(2™)= 6(2%").

Linear proof in PK

1 p° - p° 0

2 p’ - pl (- &) 21 -1

3 p’ - p? (- &) 22 -1

4 p’ - p3 (&) 23 -1

@)
omn pO N pzn—l (_) &) 22”—1 -1

2"+1 p° - p¥" (- &) 22" 1

The size of such linear proof must be no more, than lez 2t < 22™+1 hence the upper

bound is O(22"). So, LIPX(2™)= 6(22").

As in this proof we do not use the cut rule, but only the rule (- &), then the bounds both
in PK— and in Pmon are analogous.

Theorem 1 is proved.

0

3.2. The I-complexities of tree-like proofs for the same family of sequents p — p2"in the above-
mentioned sequent systems are investigated here.

Theorem 4: For sufficiently large n and sequence of sequents p — p2" the following holds:

TlQPK(zn): 9(22"); TlSPK(Zn): 9(22");
logz (TIPK(2™ )) = 8(2™): logz (TIPK—(27))=6(2") u logs (TIP™O™(27))= 6(2").

To prove these results, we transform every linear proof above into a tree-like proof in the
same system.

The size of tree-like proof in QPK: As we noted above, the proof in QPK is linear and
tree-like simultaneously, hence the bound is the same.

The size of tree-like proof in SPK: We should transform the above proof (1) into tree-like.
It is enough to change every part « p°» p?', p2' > p2™" (substitution), p°— p?" (cut)» for 0<
i <n — 1 of linear proof with the part «tree-like proof of p°— p?’,p?' - p?*" (substitution),
tree-like proof of p°— pzi, p’— pzm (cut)». After such transformation we have

TISPK(21) <2TISPK(21-1) + |p2i_1 - p2i| + |p° - p2i| for1<i<n,
hence
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n .
TlSPK(Zn) < anﬂSPK(ZO) + Z Zn—i(22l+2) < on + 2n+222”+2'
i=1

So, the upper bound is O(22"), hence TI5PK(2™)= 6(22").

The size of tree-like proof in PK: Here we should transform the above proof (2) into tree-
like. It is enough to change every part « p°— pt, p°— p**! (- &)» for 0< i < n — 1 of linear proof
with the part « tree-like proof of p°— p?, tree-like proof of p°— pt, p°— p'*! (= &)», then it is
obvious that

TIPK@) <2TIPK(i—1) + |p° > p| for1 < i< 2™,
hence we have

PK 2nmPK (50 2" i ron—i 2n 21 (21 +1)/2
TIPK(2") < 2% TIPK(20) + 30 212" <227 + 222 7072,
So, the upper bound for log2(TIPX(2") is O(2™), and hence log, (TIPX(2™ )) = 8(2™).
As above, in this proof we do not use the cut rule, but only the rule (— &), then the bounds
both in PK— and in Pmon are analogous.
Theorem 4 is proved.

Note that we do not have any exponential speed-up here (it may only be quadratic).

The size of linear and tree-like proofs in GS:

Theorem 5: For sufficiently large n and sequence of formulas p o p2"the following holds:
Lt®(2M)=0(1); Tt S(2™=6(1);

LIGS(2™)= 0(2%"); TISS(2™)= 8(2%").
Note that every formula p © p?"has only one variable for split, hence the proof of Theorem

5 is obvious.

4. Conclusion

The analysis of all the results shows that in the theory of proof complexity, the investigations of I-
complexity in linear proofs are important.
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AHHOTaANuA

Jl1s HeKOTOpBIX ceMelcTB (GOpMYIT UCCIEAOBAHBI OUHbl JIMHEWHBIX U JPEBOBUIHBIX
BBIBOJIOB B psAJIE€ CUCTEM HCYMCIICHMSI BBICKA3bIBAHUM: B PA3HOBHIHOCTAX CEKBEHI[MAIBHBIX
CHUCTEM (C KBaHTOpaMH, C IPaBUIIOM MOJCTAHOBKH, C IPABUJIOM CeYeHHUs, 0€3 IpaBuiia CeUeHuUs,
MOHOTOHHBIX), & TaKK€ B CHUCTeMe O0O0OIIEHHBIX paciieryieHnii. CpaBHEHHE MOTy4eHHBIX
PE3yNIbTaTOB C paHee MOJYYEHHBIMH OLICHKaMH JJISl Wa208 TE€X ke Pa3HOBHUIHOCTEH BBIBOJOB
TeX ke (OpPMYN M B TeX K€ CHCTeMax YKa3bIBAIOT Ha OMPEACIICHHYI0 3HAYUMOCTh UMEHHO
JUTMHBI BBIBOJIA KAK OCHOBHOM CJI0’KHOCTHOM XapaKTEpUCTUKU BBIBOJIOB.

KioueBble ¢j10Ba: pa3HOBUJHOCTH  CEKBEHIMAIBHBIX CHUCTEM  HMCUUCICHUSA
BBICKA3bIBaHUI; CUCTeMa 000OIEHHBIX PACIIEIUIEHNI; KOJIMYECTBO 1IAaroB U JJIMHA BHIBOJA;
HKCIIOHEHIIMAJIBHOE YCKOPEHHE.
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