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Abstract

The sizes of linear and tree-like proofs for any formulae families are investigated in some systems of propositional calculus: in different sequent systems (with quantifier rules, with the substitution rule, with the cut rule, without the cut rule, monotone) and in the generalization splitting system. The comparison of results obtained here with the bounds obtained formerly for the steps of proofs for the same formulas in the mentioned systems shows the importance of the size of proof among the other characteristics of proof complexities.
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1. Introduction

The existence of a propositional proof system, which has polynomial-size proofs for all tautologies, is equivalent to saying that NP = co-NP [1]. This simple observation has drawn attention in recent years to the formalisms of propositional logic for the study of questions of computational complexity A hierarchy of propositional proof systems has been defined in terms of two main complexity characteristics (size and lines), and the relations between these systems are currently being analyzed. New systems are discovered and, as a consequence, the computational power of the old ones is better understood. It was shown in [2] that the addition of quantifier rules to the propositional sequent calculus induces, for some sequences of formulas, an exponential speed-up by lines over Substitution Frege systems when proofs are considered as trees. It was shown in [3] that the lines for linear proofs of the same formulae families both in quantifier systems and in the systems with substitution systems are the same by order. In this paper, we investigate the sizes of linear and tree-like proofs for the mentioned sequence of formulas in some sequent systems (QPK – the system with quantifier rules, SPK – the system with substitution rule,
PK – the system with cut-rule, PK – the system without cut-rule, Pmon- the monotone system) and in the system GS, based on the generalized splitting method. The comparative analysis of our results shows that the size of proofs is a more important complexity characteristic of proofs and the linear proofs are preferable to the tree-like proofs.

2. Preliminaries

We will use the current concepts of a propositional formula, quantified propositional formula, a free variable in a quantified formula, sequent, different sequent systems and proof complexities. The language of the considered systems contains the propositional variables, logical connectives ¬, &, ∨, ⊃ and parentheses (,). Note that some parentheses can be omitted in generally accepted cases. In some systems, we can use the symbols T for «true» and ⊥ for «false».

2.1 Definition of Considered Sequent Systems

The sequent system uses the denotation of sequent Γ → Δ, where Γ (antecedent) and Δ (succedent) are finite (may be empty) sequences of propositional formulas.

For every propositional variable p, the sequents p → p, T are axioms of PK. For every formulas A, B, for any sequence of formulas Γ and sequence Δ, the logic rules are as follows:

\[
\begin{align*}
&\Gamma \vdash \Delta, A, B, \Gamma \rightarrow \Delta \\
&\Gamma \rightarrow \Delta, A \supset B, \Gamma \rightarrow \Delta \\
&\Gamma \rightarrow \Delta, A \lor B, \Gamma \rightarrow \Delta \\
&\Gamma \rightarrow \Delta, A \land B, \Gamma \rightarrow \Delta \\
&\Gamma \rightarrow \Delta, \neg A, \Gamma \rightarrow \Delta
\end{align*}
\]

Structural rule is

Cut rule is

The system PK– is obtained from the system PK by removing the cut rule. The system SPK is obtained from the system PK by adding a substitution rule:

\[
S^B_p \frac{C(p), \Gamma \rightarrow \Delta, A(p)}{C(B), \Gamma \rightarrow \Delta, A(B)'}
\]

where the variable p has no occurrences either in Γ’ or in Δ, B’ is the formula, which is substituted everywhere for the variable p.
The system \( \text{QPK} \) is obtained from the system \( \text{PK} \) by adding the following rules:

\[
\frac{A(q), \Gamma \rightarrow \Delta}{(\exists p)A(p), \Gamma \rightarrow \Delta (\exists \rightarrow)} \quad \frac{\Gamma \rightarrow \Delta, A(B)}{\Gamma \rightarrow \Delta (\exists p)A(p) (\rightarrow \exists)}
\]

\[
\frac{A(B) \Gamma \rightarrow \Delta}{(\forall p)A(p), \Gamma \rightarrow \Delta (\forall \rightarrow)} \quad \frac{\Gamma \rightarrow \Delta, A(q)}{\Gamma \rightarrow \Delta (\forall p)A(p) (\rightarrow \forall)}
\]

where \( B \) is any quantified propositional formula. The application of the rules \( \exists \rightarrow \) and \( \rightarrow \forall \) is restricted to the following requirements: the eigenvariable \( q \) does not occur free in the lower sequent of the rule, and all occurrences of \( q \) in \( A(q) \) are substituted by \( p \). The rules \( \rightarrow \exists \) and \( \forall \rightarrow \) require \( B \) not to contain variables, which are under the scope of some quantifier.

All formulas in the antecedents and succedents of the system \( \text{Pmon} \) use only monotone logical functions, therefore the rules for implication and negation are not used here.

### 2.2 Definition of the System GS

Following the usual terminology, we call the variables and negated variables literals.

The following notions were introduced in [4]. Each of the under-mentioned trivial identities for a propositional formula \( \psi \) is called a replacement rule:

\[
\begin{align*}
0 & \& \psi = 0, & \psi & \& 0 = \psi, & 1 & \& \psi = \psi, & \psi & \& 1 = \psi, \\
0 & \lor \psi = \psi, & \psi & \lor 0 = \psi, & 1 & \lor \psi = 1, & \psi & \lor 1 = 1, \\
0 & \supset \psi = 1, & \psi & \supset 0 = \psi, & 1 & \supset \psi = \psi, & \psi & \supset 1 = 1, \\
\bar{0} = 1, & \bar{1} = 0, & \bar{\psi} = \psi, & \psi & \equiv \bar{\psi}
\end{align*}
\]

Application of the replacement rule to some words consists in the replacing of some of its subwords having the form of the left-hand side of one of the above identities by the corresponding right-hand side.

The proof system \( \text{GS} \). Let \( \varphi \) be some formula and \( p \) be some of its variables. Results of the splitting method of formula \( \varphi \) by the variable \( p \) (splinted variable) are the formulas \( \varphi[p^\delta] \) for every \( \delta \) from the set \( \{0,1\} \), which are obtained from \( \varphi \) by assigning \( \delta \) to each occurrence of \( p \) and successively using replacement rules. The generalization of the splitting method allows every formula \( \varphi \) to associate some tree with a root, the nodes of which are labeled by formulas and edges, labeled by literals. The root is labeled by the formula \( \varphi \) itself. If some node is labeled by the formula \( \psi \) and \( \alpha \) is some of its variable, then both edges outgoing from this node, are labeled by one of the literals \( \alpha^\delta \) for every \( \delta \) from the set \( \{0,1\} \), and each of 2 “sons” of this node is labeled by the corresponding formula \( \psi[\alpha^\delta] \). Each of the tree’s leaves is labeled with some constant from the set \( \{0,1\} \). The tree, which is constructed for the formula \( \varphi \) by the described method, we will call a splitting tree (s.t.) of \( \varphi \). It is obvious, that by changing the order of splinted variables in the given formula \( \varphi \), we can obtain different splitting trees of \( \varphi \).

The \( \text{GS} \) proof system can be defined as follows: for every formula \( \varphi \) must be constructed some s.t. and if all the tree’s leaves are labeled by the value 1, then the formula \( \varphi \) is a tautology, and therefore we can consider the pointed constant 1 as an axiom, and for every formula \( \psi \), which is a label of some s.t. node, and \( p \) is its splinted variable, then the following figure \( \psi[p^0], \psi[p^1] \vdash \psi \) can be considered as some inference rule, hence, every above-described s.t. can be considered as some proof of \( \varphi \) in the system \( \text{GS} \).
2.3 Proof Complexities

By $|\varphi|$ we denote the size of a formula $\varphi$, defined as the number of all logical signs in it. It is obvious that the full size of a formula, which is understood to be the number of all symbols, is bounded by some linear function in $|\varphi|$.

In the theory of proof complexity, the two main characteristics of the proof are: $t$-complexity (lines) defined as the number of proof steps, $l$-complexity (size) defined as the sum of sizes for all formulas (sequent) in the proof [1, 2].

Let $\phi$ be some proof system, $\varphi$ be some tautology. By $t_\phi(\varphi)$ ($l_\phi(\varphi)$) is denoted the minimal possible value of $t$-complexity ($l$-complexity) for all $\Phi$-proofs of $\varphi$ (sequent $\rightarrow \varphi$).

If for some sequence of sequents $\rightarrow \varphi_n$ in two systems $\phi_1$ and $\phi_2$ for sufficiently large $n$ is valid $t_{\phi_1}(\varphi_n) = \Omega(2^{t_{\phi_2}(\varphi_n)})$, then we say that the system $\phi_2$ has exponential sped-up by lines over the system $\phi_1$.

2.4. Results of the Papers [2,3]

Some family of tautologies is introduced in [2]. For propositional variable $p$, the formula $p^m$ is defined inductively as $p^0 \equiv p$ and $p^{i+1} \equiv (p^i \& p^i)$ for $i \geq 0$. It is easy to verify that the formula $p^m$ has $2^m - 1$ logical signs and $m$ distinct subformulas.

To simplify further notes, we introduce the following denotations. Let $\Phi$ be some sequent system, $t$-complexity ($l$-complexity) for tree-like proofs of the sequent $p \rightarrow p^m$ is denoted by $T_t(m)$ ($T_l(m)$), and for linear proofs, accordingly, by $L_t(\Phi)(m)$ ($L_l(\Phi)(m)$).

**Theorem 1:** ([2]). For sufficiently large $n$ and sequence of sequents $p \rightarrow p^{2^n}$ the following holds:

$$T_t^{QPK}(2^n) = O(n); \quad T_t^{SPK}(2^n) = \Omega(2^n); \quad T_t^{PK}(2^n) = \Omega(2^n); \quad T_t^{PK-}(2^n) = \Omega(2^n).$$

For the lines of linear proofs of the same sequence, the following was proved in [3].

**Theorem 2:** ([3]). For sufficiently large $n$ and sequence of sequents $p \rightarrow p^{2^n}$ the following holds:

$$L_t^{QPK}(2^n) = O(n); \quad L_t^{SPK}(2^n) = O(n); \quad L_t^{PK}(2^n) = \theta(2^n); \quad L_t^{PK-}(2^n) = \theta(2^n).$$

The comparative analysis results of both above theorems shows that the system QPK has no preference by lines of proof over the system SPK, and the latter system has a well-known speed-up by lines over PK. Analogous sped-up was first fixed in [5].

3. The Main Results

3.1. The $l$-complexities of linear proofs for the same family of sequents $p \rightarrow p^{2^n}$ in above-mentioned sequent systems are investigated here.

**Theorem 3:** For sufficiently large $n$ and sequence of sequents $p \rightarrow p^{2^n}$ the following holds:

$$L_l^{QPK}(2^n) = \theta(2^n); \quad L_l^{SPK}(2^n) = \theta(2^n); \quad L_l^{PK}(2^n) = \theta(2^n); \quad L_l^{PK-}(2^n) = \theta(2^n) \text{ and } L_l^{Pm}(2^n) = \theta(2^n).$$
To prove the mentioned results, we should evaluate the sizes of proofs for the sequents \( p \to p^{2^n} \) in all the mentioned systems. Note that \(|p^{2^n}| = 2^{2^n} - 1\) and as the derivable sequent itself must be in every proof, then the lower bounds \( \Omega(2^{2^n}) \) are obvious for all systems. To prove the upper bounds, we investigate the “good” linear proofs in the mentioned systems.

### Linear proof in QPK

We use the tree-like proofs of \( p \to p^{2^n} \) in the system QPK with \( O(n) \) lines \([2]\). At first, we consider the provable sequent \( \forall q(q \supset q^k) \to \forall q(q \supset q^{2k}) \), where \( k \) is an arbitrary integer and \( q^{2k} = (q^k)^k \). The proof of this sequent will not depend on \( k \) and can be obtained in a constant number of lines as follows (note, that their sizes are written to the right of every sequent):

\[
\begin{align*}
p \to p & \quad p^k \to p^k & 2^{k+2} + 2 \\
p \supset p^k, p \to p^k & \quad 2^{k+2} + 2 \\
\forall q(q \supset q^k), p \to p^k & \quad 2^{k+2} + 2^{2k+2} + 5 \\
\forall q(q \supset q^{2k}), p \supset p^{2k}, p \to p^{2k} & \quad 2^{k+2} + 2^{2k+2} + 5 \\
\forall q(q \supset q^k), p \supset p^{2k} & \quad 2^{k+2} + 2^{2k+2} + 6 \\
\forall q(q \supset q^k), \forall q(q \supset q^{2k}) & \quad 2^{k+2} + 2^{2k+1} + 8 \\
\forall q(q \supset q^k) & \quad 2k+1 + 2^{2k+1} + 5 \\
\forall q(q \supset q^k) & \quad 2k+1 + 2^{2k+1} + 7
\end{align*}
\]

Note, that this proof is also linear. By combining the above sequents \( n \) times, one obtains

\[
\forall q(q \supset q^2) \to \forall q(q \supset q^{2^n}),
\]

and since \( \forall q(q \supset q^2) \) is provable in constant lines, one infers \( \forall q(q \supset q^{2^n}) \), and therefore \( p \supset p^{2^n} \) in \( O(n) \) lines. The number of all logical signs in the pointed part of the proof is

\[
7 \cdot 2^{k+2} + 9 \cdot 2^{2k+1} + 40,
\]

and as such steps are repeated \( n \) times with \( k = 2^i \), for \( i = 0, 1, 2, \ldots, n \), then the size of all proofs must be \( \sum_{i=0}^{n}(7 \cdot 2^{2i+2} + 9 \cdot 2^{2i+1} + 1 + 40) \). The bound of the major addendum is \( 7 \sum_{i=0}^{n} 2^{2i+2} \leq 7 \sum_{i=0}^{n+2} 2^i = 7 \cdot (2^{n+3} - 1) \), and hence the upper bound is \( O(2^{2^n}) \). So, \( Lf_{QPK}(2^n) = \theta(2^{2^n}) \).

### Linear proof in SPK

\[
\begin{align*}
1 & \quad p^0 \to p^0 \text{ axs.} & 0 \\
2 & \quad p^0 \to p^1 \ (\to \&)) & 2^1 - 1 \\
3 & \quad p^1 \to p^2 \text{ subst.} & 2^2 - 1 + 2^2 - 1 \\
4 & \quad p^0 \to p^2 \text{ cut} & 2^2 - 1 \\
5 & \quad p^2 \to p^4 \text{ subst.} & 2^2 - 1 + 2^4 - 1 \\
6 & \quad p^0 \to p^4 \text{ cut} & 2^4 - 1 \\
\cdots & \quad 2n + 1 & p^{2n-1} \to p^{2n} \text{ subst.} & 2^{2n-1} - 1 + 2^{2n} - 1 \\
2n + 2 & \quad p^0 \to p^{2n} \text{ cut} & 2^{2n} - 1
\end{align*}
\]
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It is not difficult to see that the size cannot be more, than
\[
3 \sum_{i=0}^{n} 2^{2i} \leq 3 \sum_{i=0}^{n} 2^i \leq 2^{2n+3},
\]
hence the upper bound is \(O(2^{2n})\). So, \(L^t_{SPK}(2^n) = \theta(2^{2n})\).

### Linear proof in PK

1. \(p^0 \rightarrow p^0\)
2. \(p^0 \rightarrow p^1 \quad (\rightarrow \&)
3. \(p^0 \rightarrow p^2 \quad (\rightarrow \&)
4. \(p^0 \rightarrow p^3 \quad (\rightarrow \&)
\ldots
\]
\[
2^n \quad p^0 \rightarrow p^{2n-1} \quad (\rightarrow \&)
\]
\[
2^{n+1} \quad p^0 \rightarrow p^{2n} \quad (\rightarrow \&)
\]

The size of such linear proof must be no more, than
\[
\sum_{i=0}^{2n} 2^i \leq 2^{2n+1},
\]
hence the upper bound is \(O(2^{2n})\). So, \(L^t_{SPK}(2^n) = \theta(2^{2n})\).

As in this proof we do not use the cut rule, but only the rule \((\rightarrow \&)\), then the bounds both in \(PK\) and in \(Pmon\) are analogous.

Theorem 1 is proved.

#### 3.2. The \(t\)-complexities of tree-like proofs for the same family of sequents \(p \rightarrow p^{2n}\) in the above-mentioned sequent systems are investigated here.

**Theorem 4:** For sufficiently large \(n\) and sequence of sequents \(p \rightarrow p^{2n}\) the following holds:

\[
T^t_{QPK}(2^n) = \theta(2^{2n}); \quad T^t_{SPK}(2^n) = \theta(2^{2n});
\]

\[
\log_2 (T^t_{QPK}(2^n)) = \theta(2^n); \quad \log_2 (T^t_{SPK}(2^n)) = \theta(2^n)
\]

To prove these results, we transform every linear proof above into a tree-like proof in the same system.

**The size of tree-like proof in QPK:** As we noted above, the proof in QPK is linear and tree-like simultaneously, hence the bound is the same.

**The size of tree-like proof in SPK:** We should transform the above proof (1) into tree-like. It is enough to change every part «\(p^0 \rightarrow p^{2^i}, p^{2^i} \rightarrow p^{2^{i+1}}\) (substitution), \(p^0 \rightarrow p^{2^i+1}\) (cut)» for \(0 \leq i \leq n-1\) of linear proof with the part «tree-like proof of \(p^0 \rightarrow p^{2^i}, p^{2^i} \rightarrow p^{2^{i+1}}\) (substitution), tree-like proof of \(p^0 \rightarrow p^{2^i}, p^0 \rightarrow p^{2^{i+1}}\) (cut)». After such transformation we have

\[
T^t_{SPK}(2^i) \leq 2T^t_{SPK}(2^{i-1}) + \left| p^{2^{2i-1}} \rightarrow p^{2^i} \right| + \left| p^0 \rightarrow p^{2^{i+1}} \right| \quad \text{for} \quad 1 \leq i \leq n,
\]
hence

\[
T^t_{SPK}(2^n) \leq 2nT^t_{SPK}(2^0) + \sum_{i=1}^{n} 2^{n-i}(2^{2i+2}) \leq 2^n + 2^n + 2^n + 2^{2n+2}.
\]

So, the upper bound is \(O(2^{2n})\), hence \(T^t_{SPK}(2^n) = \theta(2^{2n})\).
The size of tree-like proof in PK: Here we should transform the above proof (2) into tree-like. It is enough to change every part «\( p^0 \rightarrow p^i, p^0 \rightarrow p^{i+1} (\rightarrow \&) \)» for \( 0 \leq i \leq n-1 \) of linear proof with the part « tree-like proof of \( p^0 \rightarrow p^i \), tree-like proof of \( p^0 \rightarrow p^i, p^0 \rightarrow p^{i+1} (\rightarrow \&) \)», then it is obvious that

\[
T_{lPK}(i) \leq 2T_{lPK}(i - 1) + |p^0 \rightarrow p^i| \text{ for } 1 \leq i \leq 2^n,
\]

hence we have

\[
T_{lPK}(2^n) \leq 2^{2n}T_{lPK}(2^0) + \sum_{i=1}^{2^n} 2^i (2^{n-i}) \leq 2^{2n} + 2^n 2^{2n}(2^{n+1})/2.
\]

So, the upper bound for \( \log_2(T_{lPK}(2^n)) \) is \( O(2^n) \), and hence \( \log_2(T_{lPK}(2^n)) = \theta(2^n) \).

As above, in this proof we do not use the cut rule, but only the rule (\( \rightarrow \& \)), then the bounds both in PK\(^-\) and in Pmon are analogous.

Theorem 4 is proved.

Note that we do not have any exponential speed-up here (it may only be quadratic).

The size of linear and tree-like proofs in GS:

**Theorem 5:** For sufficiently large \( n \) and sequence of formulas \( p \Rightarrow p^{2^n} \) the following holds:

\[
L_{lGS}(2^n) = \theta(1); \quad T_{lGS}(2^n) = \theta(1);
\]

\[
L_{tGS}(2^n) = \theta(2^{2^n}); \quad T_{tGS}(2^n) = \theta(2^{2^n}).
\]

Note that every formula \( p \Rightarrow p^{2^n} \) has only one variable for split, hence the proof of Theorem 5 is obvious.

4. Conclusion

The analysis of all the results shows that in the theory of proof complexity, the investigations of \( l\)-complexity in linear proofs are important.
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Аннотация

Для некоторых семейств формул исследованы длины линейных и древовидных выводов в ряде систем исчисления высказываний: в разновидностях секвенциальных систем (с кванторами, с правилом подстановки, с правилом сечения, без правила сечения, монотонных), а также в системе обобщенных расщеплений. Сравнение полученных результатов с ранее полученными оценками для шагов тех же разновидностей выводов тех же формул и в тех же системах указывают на определенную значимость именно длины вывода как основной сложностной характеристики выводов.

Ключевые слова: разновидности секвенциальных систем исчисления высказываний; система обобщенных расщеплений; количество шагов и длина вывода; экспоненциальное ускорение.